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Introduction

Over the years, a large and growing literature on the economics of climate change has developed, 
to put it mildly. There is no succinct way of summarizing this literature -  different authors have 
focused on a wide array of issues, methods, sectors, and hypotheses. For the purposes of this 
book, we have categorized economic studies of climate change into three parts. Part I deals 
with climate change impacts on specific sectors, goods and services (including non-market 
values), as well as adaptation; Part II covers the costs and benefits of greenhouse gas (GHG) 
mitigation; and Part III discusses policy design for mitigation, including both domestic 
instruments and issues related to international agreements. This division is both somewhat 
arbitrary and involves overlaps, but seems workable.

In our selection of previously published journal essays to include in the volume, we have 
tried to include as wide a range of thought, and evolution of thought, as possible. This has 
inevitably led us to include a mix of essays ranging from ‘greatest hits’ in terms of citation 
indexes, to essays that are newer or less widely quoted but still illustrative of an important 
aspect of this vast topic. Inevitably as well, the requirement to include only previously published 
peer-reviewed journal essays, plus a constraint on volume length, have forced us to exclude 
many noteworthy and important pieces. With hopes of forebearance on the part of our colleagues 
for the consequences of Solomonic decisions on what to include and exclude, we attempt in 
this Introduction to provide a number of other references that complement the essays we have 
included here.1

Climate Change and its Impacts

Before turning to economic assessments of climate change impacts, we begin the volume with 
the short essay on the science of climate change by Houghton (Chapter 1), one of the world’s 
leading climate scientists and a leader in the Intergovernmental Panel on Climate Change (IPCC). 
Houghton’s essay provides a useful discussion for readers that might have a scientific background 
on the phenomenon. Further information can be found in the latest volume on the science of 
climate change published by the DPCC (Houghton et al. , 2001).

Several different factors distinguish various contributions to the economics of climate change 
and its impacts. First, it is important to characterize different types of methodologies that have 
been used to estimate climate change impacts. While the typical scenario for empirical economic 
research is to rely on a natural experiment and produce a statistical study based on a theoretical 
model, there are few conditions in the world that currently approximate the potential implications 
of climate change. It is possible, as argued by Mendelsohn e ta l  (1994), that in some sectors we 
can approximate the effects of climate change by exploring results across the variety of climates 
we currently have. Yohe and Schlesinger (Chapter 4), however, point out the difficulties that 
may arise if we then try to extrapolate findings from one population to another when there are 
substantial differences in endowments and incentives.
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Furthermore, most of the physical evidence on climate change is derived from models that 
project changes in temperature and precipitation, changes in crop or forest yields, changes in 
range of pests or diseases, etc. To understand the economic implications of biophysical changes, 
one must carefully trace the physical or biological impacts through to economic markets. To try 
to capture the range of methodologies that have been suggested in the literature for estimating 
welfare impacts of climate change, we include studies relying on several different techniques.

The essay by Mendelsohn et al. reproduced as Chapter 6 of this volume, for example, uses 
econometrics to provide empirical evidence linking climate to economic outcomes within the 
agricultural sector. While the environment clearly moderates many of our activities, its influence 
on economic productivity had been largely unmeasured before this 1994 study. A distinctly 
different set of methodologies is apparent in the essay by Sohngen and Mendelsohn (Chapter 
2). That research shows how physical and ecological phenomena can be integrated into economic 
models. In climate change research, this type of integration is perhaps more important than in 
other areas. Economic phenomena influence emissions; emissions influence climate change; 
climate influences ecosystems; and ecosystems, in turn, influence the economy.

A variety of other methods have been applied in order to estimate the implications of climate 
change for the economy. One of the most intriguing examples is the expert survey by Nordhaus 
(1994). In that study, Professor Nordhaus surveyed a set of climate experts, ranging from 
economists to engineers, and asked them to assess the implications of climate change for the 
world’s gross domestic product. Although we do not include that study in this volume, it has 
had a substantial impact on the climate change research community. It also raises an interesting 
issue. Although economists have had long experience with survey techniques, the techniques 
have not yet been widely incorporated into the climate change impact literature. Some survey 
research on potential non-market impacts has appeared more recently (for example, Layton 
and Brown, 2000), but Nordhaus’ study is one of very few.

Second, the most important contribution of economics to the climate change debate has 
arguably been the strong emphasis on adaptation. Economic impacts simply cannot be measured 
without accounting for the adaptations that people can make to climate change. Nearly all the 
studies included in this volume, at least to some extent, account for adaptation when estimating 
impacts. The recent study by Brunner (Chapter 5) clearly shows one of the most important 
adaptations that markets will make through price changes. That study provides empirical evidence 
of a link between world commodity prices and climate phenomena -  namely El Nino events. 
Most economists agree that, if we are to adapt to climate change, it will occur because prices -  
either those observed on markets or shadow values on currently unpriced factors of production 
(such as climate) -  will change.

Whilst Brunner’s research shows a mechanism of adaptation within markets, significant 
questions about institutional adaptation to climate change loom. The difficulties of adapting 
services that have traditionally been provided as public goods by government institutions have 
not been as closely examined. An example of the difficulties that such institutions will face is 
provided in this volume in the essay written by Frederick and Major (Chapter 3), who explore 
how uncertainty is likely to influence decisions that water planners must make.

Third, economic impact estimates of climate change have occurred primarily in five sectors: 
agriculture, forestry, water, coastal infrastructure and energy. Although, considered alone, these 
sectors represent a relatively small proportion of the overall world economy, they are nevertheless 
arguably the most important to consider because they are all directly linked to climate, and they
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may be more important in specific regions of the world. Some sectors, such as agriculture and 
forestry, are important for other reasons entirely. Agriculture is tied to food security, which 
remains a critical human concern in many regions of the world today, and the world’s forests 
hold large stores of carbon and biodiversity. This means that physical changes in the productivity 
of the underlying resources in these sectors can have far-reaching implications for the daily 
lives of people who rely on the land for income, leisure or other non-market purposes.

Within this volume, we include studies that focus on agriculture (Mendelsohn et al., Chapter 
6), water (Frederick and Major, Chapter 3), and forestry (Sohngen and Mendelsohn, Chapter 2) 
directly. The agriculture sector is definitely the most well studied, with a wide and diverse 
array of empirical studies exploring the implications of changes in temperature and precipitation 
on the productivity of specific crops. For studies in the United States, we direct readers to the 
seminal work of Adams et a l (1990, 1995) and Segerson and Dixon (1998). Studies taking a 
more global perspective include Rosenzweig and Parry (1994), Reilly et a l (1994) and Darwin 
e ta l  (1999).

The forestry sector has not been as widely examined, but there are a number of studies 
linking ecological effects to economic models. Within the United States, the study by Joyce et 
a l (1995) was the first to suggest that climate change would increase the productivity of forests 
and reduce prices. The study by McCarl et a l (2000) presents an example of a wide range of 
sensitivity analysis using climate models to project potential impacts, ecological models to 
project potential productivity changes, and an economic model to simulate the welfare 
implications. Globally there are two studies exploring climate change impacts -  Perez-Garcia 
et a l (1997) and Sohngen et a l (2001).

Notably absent in this volume are studies on the impacts of climate change on energy, health 
and non-market sectors. Energy is partly addressed in Part II of this volume in the section on 
integrated assessment modelling. However, a number of good empirical studies on the potential 
impacts of climate change in the energy sector in the United States have appeared in the literature, 
including Dewees and Wilson (1990), Baxter and Calandri (1992), Rosenthal et a l (1995) and 
Morrison and Mendelsohn (1998).

Estimating welfare impacts on human health is perhaps the most complex area of climate 
change research because it requires measuring not only welfare effects (which is itself highly 
contentious -  witness the continuing lively debate on the value of a human life), but also the 
effects of climate change on mortality and morbidity. The United Nations Intergovernmental 
Panel on Climate Change report presents comprehensive estimates of potential human health 
effects (McCarthy et a l , 2001), but one of the few studies to trace potential health outcomes to 
welfare impacts is Moore (1998), which examines mortality in the United States and uses wage 
rates to estimate the value of human life. Fankhauser et a l  (1998) address the controversy of 
health impact valuation and other valuation controversies as they arose in the Second Assessment 
Report of the IPCC.

Although most of the research to date has focused on economic sectors, non-market activity 
may be particularly vulnerable to climate change because it does not generate income substantial 
enough to invest in new infrastructure. Several interesting studies have been conducted by 
applying different economic valuation techniques to estimate the non-market impacts of climate 
change. For instance, Pendleton and Mendelsohn (1999) use travel cost methods to estimate 
non-market impacts in angling recreation, Layton and Brown (2000) use contingent valuation 
to estimate non-market impacts of changes in forest structure and function, and Maddison and
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Bigano (2003) use hedonics to show willingness to pay for climate in Italy. All three of these 
methods have been used widely to estimate impacts of other types of environmental change, 
but these represent the first attempts to use the methods for estimating the implications of 
climate change.

A fourth consideration is debate itself. Perhaps debates rise to the level of the problem, and, 
with climate change viewed as one of the world’s most pressing environmental problems, the 
debate on economic impact estimation methods and results has flourished. We have chosen to 
highlight the debate by including several of the comments and responses to the original 
Mendelsohn et a l (1994) essay (see Chapters 7, 8 ,9  and 10).

A final consideration is the issue of scale. Can estimates from individual models, developed 
in individual regions, be aggregated to reach a single set of estimates that represent the impact 
of climate change on the world economy? Within the literature a number of studies have 
considered the possibility of aggregating impacts (or have actually done it), including Nordhaus 
(1993), Cline (1992), Fankhauser et a l (1998), Mendelsohn et a l (2000) and Nordhaus and 
Boyer (2000).

However, the essay included in this volume takes a slightly different approach than the 
authors listed above. In Chapter 4 Yohe and Schlesinger consider the conditions under which 
such aggregations can occur or, as they argue, should not occur. Their thesis is that adaptive 
capacity differs substantively across regions, and it thus may be misleading to infer adaptive 
capacity from one region to another. As a result, they suggest that extrapolating welfare results 
from one region to another may in fact be misleading simply because the underlying economic 
conditions may differ widely. A different approach, taken by Tol (2001) suggests alternative 
methods for weighting welfare outcomes in different regions. Such an approach has strong 
intuitive appeal in economics.

For individuals interested in finding additional citations on climate change impacts for different 
market sectors, the books by Mendelsohn and Neumann (1999) and Mendelsohn (2001) provide 
numerous examples of different methods applied to estimating economic impacts, as well as 
numerous citations. Tol and Nordaus have written several excellent essays or books that review 
the existing literature on economic impacts (a 1999 essay by Tol is included in Part II; see also 
Tol et a l,  1998; Tol, 2002; and Nordhaus and Boyer, 2000). Finally, the latest reports from 
Working Groups II and III of the Intergovernmental Panel on Climate Change have extensively 
reviewed the impacts literature (McCarthy et a l, 2001; Metz et a l,  2001).

Evaluating the Costs and Benefits of Climate Change Mitigation

The essays collected in Part II represent examples of an extremely large and growing economics 
literature on the costs and benefits of climate change mitigation that has been accumulating for 
over a decade. The prototypical approach to this analysis is the use of integrated assessment 
modelling, and the opening essay paper by Nordhaus is prototypical of the approach. Integrated 
assessment models are constructed by linking modules that characterize:

1 how GHG emissions affect key aspects of the climate
2 how changes in climate affect a variety of ecological and economic factors of interest to 

human society, as illustrated by the essays in Part I
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3 the economic costs of these (typically) adverse impacts over time
4 the costs of reducing GHG accumulations by altering patterns of energy use and (to some 

degree) other sources of GHGs in the economic system.

Each module reflects some degree of simplification of more complex processes and relationships. 
The models are typically global in their scale, though individual parts (in particular the 
representation of energy-economy relationships that give rise to costs of GHG mitigation) are 
usually represented at a national or regional scale.

Integrated assessment models are inherently dynamic representations of natural and economic 
processes over time. When applied normatively (to evaluate an ‘optim al’ path of GHG 
accumulation or mitigation), a criterion for comparing alternative paths is required. For the 
most part, economic applications of integrated assessment models have used a standard present 
value criterion -  minimizing the discounted sum of climate change damage and mitigation 
costs over time. As discussed further below, the choice of this criterion has given rise to 
considerable debate amongst different groups of climate change policy analysts and advocates.

The Nordhaus (1993) model (see Chapter 11) illustrates all these key features of integrated 
assessment. Relatively simple equations relate global C 0 2 emissions to their concentration in 
the atmosphere; the effect of rising GHG concentration on global average temperature; the 
effects of rising temperature on economic output and consumption possibilities; and the economic 
costs of reducing the flow of energy services to mitigate GHG emissions. To describe the 
effects of rising GHG concentrations on economic well-being, Nordhaus uses another relatively 
simple functional form and benchm arking techniques to specify the param eters. The 
benchmarking reflects informed judgem ent based on available inform ation from more 
disaggregated climate change damage assessments about how warming might affect the more 
directly vulnerable sectors (such as agriculture) and, by extension, the less vulnerable parts.

Nordhaus himself and others have subsequently extended this 1993 model in a variety of 
ways, including greater geographical disaggregation, more complex specifications of damage 
functions and greater sophistication in the treatment of mitigation costs, including issues of 
technological innovation (see, for example, Nordhaus and Yang, 1996; Nordhaus and Boyer, 
2000; Pizer, 1999, among others; see also Tol et al., 1998).2 Even in its relatively simple form, 
however, Nordhaus’s 1993 model illustrates some key general insights from economic integrated 
assessment models. Perhaps the most striking result is the non-optimality of sharp curbs on 
GHG emissions, leading to fairly rapid stabilization and even reversal of GHG concentration, 
a hallmark of the debate in climate change policy venues including the Framework Convention. 
GHG emissions should be curbed relative to a business-as-usual baseline, but the curbing should 
be gradual and, according to the model, it is optimal for climate change to be allowed to continue 
practically indefinitely. This result is relatively robust to changes in the height or slope of the 
marginal damage function -  a finding illustrated by studies such as Peck and Teisberg (1993) 
and Manne (1996).

What explains this striking finding, which would indicate that a great deal of the focus of 
debate in international climate policy has been misplaced? Two fundamental factors seem to be 
at work. One is the assumed continuity of the damage function in models such as Nordhaus’s. 
Much of the attention given in policy debates to the need for rapid reversal of global warming 
trends reflects the judgement that these trends, left to run their course, will result in some kind 
of disaster. This disaster could be as dramatic as a sudden change in the Gulf Stream that would
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leave most of Europe as cold as Iceland, or it could be the unexpected collapse of global food 
supplies after years of more gradual stress on productivity through changes in temperature and 
rainfall patterns, or some other factors.

As indicated by the work of Nordhaus (1994), Gjerde et a l (1999) and Pizer (2003), if one 
inserts into an integrated assessment model the certainty or high probability of a major negative 
impact in the near future (something akin to the Great Depression), then optimal GHG mitigation 
should be correspondingly rapid and stringent. At least in the judgement of many, if not most, 
integrated assessment modellers, however, the scientific basis for making such an assumption 
in the model simply does not exist. Disasters may well occur from climate change, but both 
their severity and timing remain highly uncertain. More to the point, disasters in the more 
distant future can be assumed to be relatively much more likely than disasters in the near future 
(even if they remain, in an absolute sense, unlikely).

This leads to the other major factor explaining the kinds of findings for optimal GHG 
mitigation emerging from Nordhaus’s and other similar integrated assessment models: the force 
of economic discounting. Controversy has surrounded not just the selection of a value for the 
discount rate in these models, but also the application of the present value criterion itself to 
judge the optimal path of GHG mitigation. We discuss this controversy more thoroughly below. 
For the moment, we note simply that, as illustrated by the work of Manne (1996) and Gjerde et 
a l (1999), it is difficult to get the kinds of rapid and stringent GHG mitigation emphasized in 
international climate policy debates out of integrated assessment models, absent a clear and 
immediate risk of disaster, unless the discount rate assumed in the model is extremely low 
(perhaps in the order of 1 per cent). Discount rates this low represent a sharp departure from 
what is usually assumed in economic cost-benefit analysis, even after taking into account all 
the fine points that normally surround the determination of time preference rates and rates of 
return on capital.

The essay by Tol (Chapter 12) reports results from another integrated assessment analysis, 
one encompassing other GHGs besides C 0 2 and built up with a great deal more detail on the 
sources and costs of climate change damages (including agriculture, species loss, increased 
human mortality risks and impacts of rising sea levels. Tol’s base estimates of long-term 
incremental damages from C 0 2 emissions are roughly twice those following from Nordhaus’s 
earlier model; damages from methane and nitrous oxide are higher since they have greater 
global warming potential.3 Tol presents a careful sensitivity analysis showing how results vary 
for key parameters, including the discount rate. As expected, very low discount rates imply 
much larger damages. He also shows that aggregating damages across rich and poor regions 
with different weights reflecting differences in the marginal utility of income also raises aggregate 
damages. We return to these points below. Overall, Tol’s uncertainty analysis suggests a long 
upper tail to the frequency density for marginal C 0 2 damage costs -  an important consideration 
if society is risk-averse to climate change.

The next three essays in Part II address specific aspects of GHG mitigation costs and benefits 
in more detail. The essay by Roughgarden and Schneider (Chapter 13) uses work by Nordhaus 
as a point of departure to argue that greater attention should be given to the possibility of 
severe negative outcomes in the calibration of integrated assessment outcomes. These authors 
argue not just that such outcomes are within the range of possibility based on expert judgement 
about climate change risks, but also that the consequences of such risks are important for 
public policy because society may be averse to bearing such risks (the standard present value
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criterion assumes risk neutrality), or that such risks may fall disproportionately on poorer 
countries.4

Goulder and Mathai (Chapter 14) examine how the costs of GHG mitigation can be affected 
by induced technical change -  that is, technical change responding to increased energy prices 
that would follow from putting a shadow price on GHG emissions. Their analysis shows how 
impacts of technical change and the implications for optimal mitigation policy depend on the 
nature of the induced response. When the response is through learning by doing, society can 
benefit from more aggressive GHG mitigation that spurs cost-reducing innovation. This contrasts 
with the case explored in Goulder and Schneider (1999), in which redirection of innovation 
resources towards GHG mitigation can reduce productivity advance in other parts of the 
economy. Other essays, notably Fischer, Parry and Pizer (2003), address how the costs of different 
policy options, such as emissions permit trading or a carbon tax, are affected by accounting for 
induced innovation.

In Chapter 15 Kolstad discusses how the optimal GHG mitigation path in the presence of 
uncertainty can be affected by different kinds of option values when there is learning over time. 
In Kolstad’s framework, while GHGs accumulate in the atmosphere, capital investment is also 
substantially irreversible and there is the possibility, over time, of improving estimates of climate 
change risks. In this case, the primary irreversibility of concern is the possibility of overinvesting 
in less GHG-intensive, but costlier, capital. If research does lead to upward revisions in the 
estimates of climate change risks, Kolstad argues, it is possible to recuperate simply by 
accelerating future GHG mitigation. As Fisher and Narain (2003) point out, if GHG accumulation 
and climate change are more irreversible, and the capital stock is more malleable than assumed 
by Kolstad, then the opposite conclusion follows: options are more efficiently preserved by 
more aggressive GHG mitigation.

The essays by Azar and Sterner (Chapter 16), Howarth (Chapter 17), and Schelling (Chapter 
18) that follow each deal, in different ways, with the question raised previously about the 
appropriateness of the standard present value criterion for evaluating optimal GHG mitigation. 
Azar and Sterner argue that because of distributional considerations related to climate change 
within, as well as across, generations, the choice of discount rate should be lower than in a 
standard cost-benefit analysis. More specifically, they maintain that, because climate change 
is likely to disproportionately affect the poor of future generations, for whom the marginal 
utility of income is higher than the population average, the present value of future benefits 
from today’s GHG mitigation should not be discounted at a rate that reflects the average rate of 
time preference because this understates the utility of the benefits to be realized in the future 
from the mitigation.

This argument is quite different than that advanced by Weitzman (1998) and Newell and 
Pizer (2003a), although the conclusions are similar. In those essays the focus is on discounting, 
reflecting the alternative rate of return on resources invested in GHG mitigation. This rate of 
return is uncertain, depending in particular on the effects that climate change might have on 
future productivity. If those effects are small, then the future rate of return will be high and 
investments in mitigation today will not be valuable. But if the effects of climate change on 
productivity are large, then the future rate of return on other investments will be smaller and 
highly correlated over time, and the value of mitigation today will be higher. Weitzman and 
Newell and Pizer show that, as a consequence, the appropriate choice of long-term discount 
rate for GHG mitigation analysis is lower than the certainty-equivalent rate of return on capital.
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Howarth (2003) advances further along these lines by using portfolio analysis to argue that 
more aggressive GHG mitigation than that implied in a simple integrated assessment model is 
optimal, given its aggregate risk-reducing value.

Howarth (Chapter 17) moves past arguments about optimal GHG mitigation in a standard 
integrated assessment model by arguing, in effect, that such a specification is incomplete. 
Specifically, he uses an overlapping generations model of the economy benchmarked to the 
Nordhaus framework to highlight the intergenerational distributional implications of climate 
change. These implications are at best implicit in a standard growth model found in typical 
integrated assessment models, which basically assumes an infinitely lived representative agent. 
Howarth argues that these models generate a relatively moderate and slow optimal GHG 
mitigation path because the current generation avoids greater GHG mitigation costs and thereby 
pushes greater climate change impacts on to future generations. The trade-offs embodied in 
intergenerational distribution, he asserts, involve complex value judgements that cannot be 
reduced to a simple choice of discount rate. Instead, there are an infinite num ber of 
intertemporally efficient GHG mitigation paths, corresponding to different distributions of 
benefits and costs across generations, and society confronts the challenge of selecting a mitigation 
path from amongst this family.

The argument put forward by Schelling in Chapter 18 is in some ways the antithesis of 
Howarth’s, although both would highlight the importance of intergenerational distribution and 
trade-offs. Schelling’s analysis rests on two basic premises that challenge claims for the 
desirability of aggressive GHG mitigation. The first premise is that climate change is something 
to which society can and will largely adapt, as it already has to differences in climate across 
locations today and as it has to previous challenges of resource scarcity. Where adaptation is 
limited, Schelling argues, the problem is much more the existence of poverty that challenges 
adaptation of any sort than an insuperable problem deriving from climate change in and of 
itself. He draws from this reasoning the conclusion that a desire to mitigate climate change 
would be better directed at mitigating poverty in general and barriers to adaptation in particular.

Schelling’s other premise is that richer and therefore relatively less vulnerable persons do 
not routinely signal such a high degree of altruism for poverty alleviation generally (witness, 
he argues, the limits on foreign aid spending in the United States and in many other wealthy 
countries). It therefore makes no logical sense in terms of revealed preference, he argues, to 
claim that large volumes of today’s resources should be channelled into reducing one component 
of future poverty, namely climate change. Different conclusions from Schelling’s would clearly 
follow if instead one argued (following, for example, Roughgarden and Schneider in Chapter 
13) that climate change is more risky and adaptation less easy ; or if one argued that there was 
a stronger stewardship ethic at work in the current generation, either to future generations or 
with respect to the ecological state of the planet itself (a global existence value of some kind).

The essay by Wigley, Richels and Edmonds (Chapter 19), dealing with the timing of GHG 
mitigation, is one of the most frequently quoted essays in the climate change policy literature.5 
These authors -  a climate scientist and two economic policy analysts -  used relatively simple 
models of GHG accumulation in the atmosphere and energy-econom y relationships to 
demonstrate that different paths of GHG mitigation that achieve the same long-term target for 
GHG concentration can have very different economic consequences. In particular, they found 
that mitigation paths that start more slowly and then accelerate GHG mitigation into the future 
have substantially lower present value costs than alternative paths that front-load mitigation
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effort. The reasons advanced for the differences include: the economic advantages of temporarily 
deferring some GHG mitigation investments to take advantage of other investments in the 
economy (as reflected in the rate of discount in the model); avoiding more rapid and costly 
turnover of the existing GHG-producing capital stock; taking advantage of autonomous trends 
in energy efficiency improvement that make later investments more cost-effective for GHG 
mitigation than current investment; and, finally, the fact that a greater fraction of early GHG 
emissions to the atmosphere will be reabsorbed over time (in other words, with relatively more 
early emissions, nature is left to do more of the work of mitigation, and it is cost-effective to 
use this natural capacity).

The Wigley, Richels and Edmonds analysis has spawned an extensive follow-on literature, 
including a number of essays by Manne and Richels (see, for example, Manne and Richels,
1997) and other analysts (see Toman, Morgenstern and Anderson, 1999, for a review). As 
discussed further below, one criticism of this perspective is that it ignores sources of friction in 
the energy system that make a transition to a lower GHG economy more difficult than the 
model would suggest. A broadly similar point, underscored by the Goulder and Mathai essay 
(Chapter 14), is that more aggressive early GHG mitigation provides greater opportunities for 
endogenously bringing down the mitigation cost. This is important not just from an economic 
perspective, but also from a political economy perspective since, without progress in reducing 
the cost of GHG mitigation, the degree to which future decision-makers would sustain any 
initial commitments to GHG control today is open to question. Indeed, this point is often raised 
more directly as a criticism of analyses such as those by Wigley et a l , since a postponement of 
GHG mitigation requires faith in more aggressive action in the future, which may not be 
forthcoming. The difficulty with this reasoning, however, is that the cost-effectiveness of the 
more gradual approach implied by the Wigley et al. analysis is so substantial that it is difficult 
to see how decision-makers could avoid wanting to realize the cost savings; and, even if more 
aggressive action were taken today, future decision-makers could still undo the long-term impacts 
by doing less to mitigate in their turn.

The essay by Zhang (Chapter 20) is included in this volume not only because it is interesting 
in its own right, given the importance of China in the future global balance of GHG emissions, 
but also because it illustrates greater challenges in extending climate economic modelling and 
analysis to developing countries, whose economies have important structural and performance 
differences from those of more advanced industrial nations. The issues to be confronted in such 
analyses include how to address the adjustments of markets and institutions that are an inherent 
part of economic development, including rigidities in other factor markets and product markets 
as well as inefficiencies in energy markets. Zhang notes that, under business-as-usual, China is 
already becoming less carbon-intensive through fuel diversification and increased energy 
efficiency (stimulated in turn by pricing reforms). While significant cuts in total GHG emissions 
would be costly, China could afford to undertake target measures to further reduce the GHG 
intensity of economic activity.

In Chapter 21 Hyman et a l illustrate an important recent and still ongoing development in 
climate change economics -  the consideration of non-C 02 GHG abatement. Whilst C 0 2 is the 
most important gas causing global warming, methane is also an important contributor, and 
several manufactured gases are extremely potent per-unit warming sources, even though the 
absolute emissions of these gases are quite small. From an overall cost-effectiveness perspective, 
therefore, inclusion of these gases, as well as C 0 2, in policy targets for mitigation is important,
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as is storage of C 0 2 in sinks such as forests. Hyman et a V s essay illustrates the issues and 
uncertainties faced in broadening the scope of analysis beyond C 0 2, and it suggests that including 
non-C02 options can greatly increase the cost-effectiveness of an overall mitigation strategy.

Since the late 1980s numerous authors have explored whether carbon sequestration in forests 
presents an efficient complement to energy abatement. This literature has evolved substantially 
over the years, as documented in Sedjo et a l (1995, 1997), Sohngen and Alig (2000) and 
Richards and Stokes (2004). Early estimates used relatively straightforward methodologies to 
estimate land opportunity costs and planting costs. Together with approximations of the rate of 
sequestration in new tree stands, the authors could estimate rates of sequestration and costs 
(Sedjo, 1989; Moulton and Richards, 1990). More recently, authors have evolved into using 
econometric and market simulation techniques.

The econometric approach is exemplified by the next two essays (Newell and Stavins, Chapter 
22 and Plantinga et al. , Chapter 23). Both represent excellent examples that show how 
econometric techniques can be applied to estimate the opportunity costs of shifting land from 
one use (agriculture) to another (forestry). A number of authors have focused alternatively on 
measuring the effects of carbon sequestration policies on forestry and/or agricultural price 
changes. Given the dynamic nature of forest product supply, and the potential for changes in 
management or changes in timber rotation ages to influence carbon sequestration, these 
approaches involve dynamic optimization models that measure effects over time. Examples of 
this approach include Alig e ta l  (1997), Adams e ta l  (1999), McCarl and Schneider (2001) and 
Sohngen and Mendelsohn (2003).

Policy Design for GHG Mitigation

As noted in the opening paragraph of this Introduction, the line between cost-benefit analyses 
of GHG mitigation paths and analyses of specific mitigation instruments and strategies is 
somewhat artificial. That said, the essays in the first half of Part III focus more specifically on 
the characteristics of specific policy approaches. The essays in the second half look at some 
key features and challenges of international agreement to mitigate GHGs at a global level.

The essays by Parry and Williams (Chapter 24) and Pizer (Chapter 25) look in more detail at 
the key policy instruments usually advanced by economists for GHG mitigation -  a carbon tax 
(in practice, a tax on the carbon content of fossil fuels) and a tradeable permits system. Parry 
and Williams build on a substantial prior literature in their examination of the relative cost- 
effectiveness of taxes, permits and other options with less flexibility, such as fixed performance 
standards. Their analysis considers not just conventional partial equilibrium cost-effectiveness, 
it also addresses the fact that different instruments generate different public revenue streams, 
and that these streams can be used in different ways. The authors show, in particular, that ‘tax 
interaction effects’ can make a great difference in the overall cost-effectiveness of a GHG 
control policy. If a policy generates revenue, such as a carbon tax or a tradeable permit system 
with auctioned allocation, and if the revenue is used to reduce labour and other market-distorting 
taxes, the result is a net cost to society of GHG mitigation that is much lower -  several times 
lower, in some cases -  than it is without the tax interaction effect.

Public finance and environmental economics are thus inextricably linked in the design of 
climate policy, especially when one takes into account the potential volume of revenue relative
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to a less ubiquitous pollutant like sulphur dioxide. (The United States, with well over 1 billion 
tons of carbon emitted in C 0 2 every year, could raise billions of dollars of revenue each year 
with a $20 per ton carbon tax, depending on how much abatement was induced.) Bovenberg 
and Goulder (2000) take this point one step further in their analysis of distributional impacts of 
GHG policy.6 They show how, because the volume of total revenue from a carbon tax is so 
large, a relatively small share of this revenue could be channelled back to energy producers to 
reduce the adverse impacts on their profits without greatly sacrificing overall efficiency. The 
same outcome could be achieved by allocating a small share of total carbon permits to energy 
producers and then auctioning the rest. This could increase the political acceptability of GHG 
control, although the efficiency-distribution trade-off becomes sharper if one also attempts to 
compensate for adverse impacts on energy sector employment.

Chapter 25 by Pizer looks at a different facet of the design of carbon taxes or permit trading 
-  one that goes back to Weitzman’s seminal paper (1974). In the face of uncertainty about the 
cost of GHG control as well as the damage costs of climate change, are quantity or price 
instruments preferred? Extending Weitzman’s logic, Pizer shows that price instruments are 
likely to dominate quantity instruments since the marginal damage cost of climate change 
attributable to a unit of current GHG emission is relatively flat. This logic is developed further 
by Newell and Pizer (2003b), who show that, although the long-term marginal damage of GHG 
accumulation may be convex, the cost per unit of current emission is essentially constant because 
the flow represents such a small share of the total stock in the atmosphere.

Even more interesting is Pizer’s argument that a combination of price and quantity instruments 
may be superior to either option standing alone. A combined approach, often referred to as a 
‘safety valve’, implies in practice a nominal ceiling on total emissions as with a tradeable 
permits system, but with a government commitment to supply additional permits on demand at 
a fixed price. If GHG mitigation cost is relatively low, the quantity standard is binding; otherwise, 
the limit price is the binding constraint. This approach is interesting not just because of its 
efficiency properties, but also because it could offer a way forward in policy debates between 
environmental advocates seeking hard ceilings on GHG emissions and others, such as business 
leaders, who are concerned about the uncertain economic consequences of such a ceiling. An 
interesting example of such reasoning in an international context is found in Hourcade and 
Ghersi (2002).

One topic not addressed in detail in any of the essays in the volume is the actual construction 
of carbon taxes or tradeable permit systems. As noted previously, it is generally presumed that 
carbon taxes would be implemented through primary energy taxes (on oil, natural gas and 
coal) related to the carbon content of the energy sources.7 A similar approach could be used 
for a tradeable permits system -  permits could be attached to the primary production or 
importation of fossil fuels (Fischer, Kerr and Toman, 1998). This approach is very different 
than the ‘downstream’ approach of measuring and regulating actual emissions used in the 
United States for S 0 2 and envisaged for industrial-sector C 0 2 trading within the European 
Union. The upstream approach, though more cost-effective and more comprehensive, also 
inherits any negative political baggage associated with a carbon tax, which has not exactly 
been widely embraced in the industrialized world. Composite approaches might then be 
considered which combine downstream C 0 2 trading for larger sources with other measures to 
address the rest of GHG emissions -  like fuel taxes or efficiency standards for households and 
transport.
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Even more complicated is the development of international markets for GHG emissions. 
The theoretical ideal would be markets based on an agreed global allocation of allowed GHG 
emissions. In practice, because developing countries did not accept numerical targets for their 
emissions, the Kyoto Protocol envisages a mixture of emissions trading among parties in the 
developed world and project-based emissions reductions undertaken voluntarily to generate 
emissions credits in the developing world (and probably in economies in transition, such as 
Russia). Project-based activities, as exemplified by the Kyoto Protocol’s Clean Development 
Mechanism (CDM), give rise to inherent difficulties in determining baseline emissions against 
which to calculate credits, as well as problems in safeguarding the actual generation of claimed 
credits over time. Against these difficulties, whilst differences in abatement cost between 
developed and developing countries make international emission trading a desirable possibility, 
expectations need to be rather modest about the realized efficiency of these transactions (see, 
for example, Stavins, 1997; Wiener, 1999).

In Chapter 26 Grubb takes up the issue addressed by Wigley et a l in Chapter 19, regarding 
the timing of GHG emissions, but takes as his point of departure the fact that energy systems 
are inherently full of inertia that, under the best of conditions, impede the selection and 
penetration of more efficient technologies and that the existence of more obvious distortions, 
like price controls and subsidies, only aggravate the problem of passing effective signals to 
investors to reduce GHGs. For Grubb, therefore, the case is made not only for earlier and 
more aggressive GHG abatement, but also for more technology-oriented interventions to 
avoid tying up long-lived investments in more GHG-intensive energy systems that will be 
regretted later. A similar argument can be found in Ha-Duong et a l (1997). Grubb concludes 
that early and more aggressive GHG m itigation is needed to avoid irreversible GHG 
accumulation and argues furthermore that such mitigation need not be that expensive if a 
proper suite of policies is used. The view that there is a lot of ‘cheap lunch’ available for 
GHG mitigation is found in Inter laboratory Working Group (1997) and Geller and Nadel 
(1994), as well as in a number of parts of IPCC assessments of specific sector opportunities 
for GHG abatement.

This view contrasts sharply with that illustrated in the essay by Jaffe and Stavins (Chapter 
27). These authors draw a sharp distinction between energy efficiency and economic efficiency. 
Although they accept the premise that markets are by no means perfect, they also argue that 
much of what appears to be economically irrational investment in less energy efficient systems 
reflects either important attributes of the alternative systems not captured in a simple engineering- 
economic assessment (for example, reliability of newer versus more tested technologies) or 
rational responses to broader market distortions (which could include not just energy price 
distortions but also, in developing countries, access to reasonably functioning credit markets 
for initial investments).

Following on from this perspective is a more conventional economic prescription: provide 
good price signals to reduce GHGs, lower informational barriers to alternative technology 
choices and tackle broader market distortions that could impede the selection of socially more 
desirable energy systems. As Shukla’s essay (Chapter 28) reminds us, however, these broader 
energy-economy relationships are likely to be considerably more complicated and difficult to 
make more efficient in a developing country with numerous market distortions, like India. In 
this setting, just deregulating energy prices, for example, could well be very costly in the absence 
of other measures to reduce informational and financial barriers to cost-effective technologies.
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At the same time there may be many opportunities to improve energy efficiency cost-effectively, 
especially in small enterprises in the informal sector -  although targeting policy at these sources 
is more difficult as well.8

The final four papers in the volume address different facets o f climate policy at an 
international level. The essay by Barrett (Chapter 29) examines the difficulties of achieving 
substantial agreement among many countries whose joint actions are needed to significantly 
mitigate global GHG emissions. The ‘paradox of international agreements’ in this context is 
the high joint value of broad versus narrow participation in such agreement, but the difficulty 
of achieving broad participation when the benefits are spread over so many countries (in 
contrast, for example, to a bilateral dispute over access to a waterway). These difficulties are 
only made more serious when one accounts for the long-term nature of climate change, the 
great income disparities between rich and poor countries, and the differences in time profiles 
of GHG emissions -  the rich countries of today are responsible for most of the emissions to 
date, but future emissions will come disproportionately from today’s rapidly developing 
countries.

In Chapter 30 Rose et al. address the rich-poor equity issue in the context of a hypothetical 
international emissions trading system for GHGs and analyse a number of different equity 
criteria. As might be expected, while a number of rules have similar implications, a sharp 
distinction can be drawn between rules that essentially put a heavier weight on the well-being 
of poorer and less GHG-emitting developing countries (for example, through a population- 
based emission allocation system or an approach designed to limit net damage relative to income), 
and rules that put a heavier weight on the wealthier and higher-GHG developed countries (for 
example, grandfathering of current emissions levels). Simple equity rules do not point the way 
to successful international cooperation for GHG mitigation over time.

Yang (Chapter 31) explores another dimension of North-South relations with respect to 
climate policy -  the sharing of improved technology. Such transfers are called for in both the 
Framework Convention and the Kyoto Protocol, although the means for effectuating them 
(beyond business-as-usual private transactions, including the Clean Development Mechanism) 
has never really been fully elucidated. Yang explores ‘tied’ transfers from North to South that 
can be used only for putting in place lower-GHG technology. While global welfare and welfare 
in both North and South would be better if North and South cooperatively and optimally cut 
GHG emissions, in the real-world situation of the Kyoto agreement and as suggested by the 
paradox of international agreements, it is difficult to envisage the South undertaking GHG 
reductions on its own in the near future. In this situation, the transfers modelled by Yang operate 
in a broadly similar manner to CDM projects in inducing lower-cost GHG abatement in the 
South than the North could achieve on its own.

Finally, Babiker et a l (Chapter 32) explore how the targets and mechanisms of the Kyoto 
Protocol might affect developing countries. Generally speaking, these effects are theoretically 
ambiguous -  some developing countries could benefit from the increased competitiveness of 
certain energy-intensive sectors or capital inflows triggered by lower economic performance in 
the developed world, but others could be harmed by the drop in demand for their products 
engendered by the economic impact of GHG reductions in developing countries. Babiker et a l 
highlight how, in particular, the energy-exporting developing countries would experience losses 
from implementation of the Kyoto agreement and policies that might be undertaken by developed 
countries to reduce that and other burdens.
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Conclusion

Looking at the climate change economics literature as a whole, it is easy to find examples of 
major uncertainties and gaps in knowledge. These gaps are not just economic, however; they 
are as much, or more, scientific, technological, political and philosophical. In many ways, the 
literature has added weight and depth to basic principles in environmental economics: the 
importance of considering trade-offs, of thinking comprehensively over space and time, and of 
harnessing incentives. At the same time, the literature has brought attention to important new 
insights: the challenge of international agreements, institutional barriers to good policy design, 
the linkages between environmental policies and public finance, and difficulties in specifying 
intergenerational values. One measure of the progress made by climate change economics may 
be the discomfort it causes across the political spectrum: liberals decry the emphasis on costs 
and trade-offs, while conservatives decry the insistence that long-term non-market environmental 
values are important. The path that the world will take over the next ten or 20 years in climate 
change policy remains far from clear. Our modest hope is that climate change economics plays 
a role in that policy evolution.

Notes

1 Available also in the literature are relatively recent surveys of the topic including Carraro (2002) and 
Kolstad and Toman (2004). Unfortunately, however, no survey in this field stays extremely current 
for very long. The most recent volumes from the Intergovernmental Panel on Climate Change 
(McCarthy et al, 2001; Metz et al, 2001) are also extremely valuable references.

2 Many of the models included in the Energy Modeling Forum’s ongoing assessments of GHG mitigation 
costs (see Weyant and Hill, 1999 for a survey) can also operate as full integrated assessment models. 
The Weyant and Hill survey provides a great deal of information about why mitigation costs may 
differ across different model specifications, a topic to which we return below. The energy-economy 
models differ in both their degree of sectoral disaggregation and their representation of international 
trade in both goods and capital, among other factors. See, for example, McKibben et al (1999) and 
Bernstein et al (1999).

3 The conversion of other GHGs to C 02 equivalents based on global warming potentials is in itself a 
complicated and controversial subject; see, for example, Reilly and Richards (1993) and Smith and 
Wigley (2000a, 2000b).

4 A somewhat similar line of thinking is seen in variants of what is sometimes called the ‘tolerable 
window’ or ‘safe corridor’ approach (see, for example, Yohe, 1997). This approach establishes certain 
ranges of acceptable climate change, usually reflected in the size and speed of temperature change, 
and then seeks within these constraints a least-cost GHG mitigation path, in contrast to the cost- 
benefit approach in Nordhaus-type modelling.

5 It is also, regrettably, the only one of several interesting climate policy papers from Nature that we 
were able to include in the volume, given that journal’s pricing policy for republication.

6 Similar reasoning was developed in an earlier paper by Pezzey (1992).
7 This approach would have to be modified if a cost-effective technology came into existence for end- 

of-pipe removal and safe storage of C02 emissions.
8 For a more detailed illustration of these points in the context of India, see the papers in Toman et al 

(2003).
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Parti
Climate Change and its Impacts



[1]
The science of global warming

JOHN HOUGHTON
Hadley Centre, Meteorological Office, Berks., UK

There is strong scientific evidence that the average temperature of the earth’s surface is rising as a result of the 
increased concentration of carbon dioxide and other greenhouse gases in the atmosphere owing to human activities, 
especially the burning of fossil fuels, coal, oil, and gas. This global warming will lead to substantial changes of 
climate, many of which will impact human communities in deleterious ways. In terms of the likely global pattern 
of climate change over the twenty-first century, in the absence of any mitigating action the global average 
temperature is likely to rise by between about 1*5 and 5*5°C and sea level by about half a metre (range 0*l-0*9 m). 
The hydrological cycle is likely to be more intense (leading in some places to more frequent and more intense 
floods and droughts) and the rate of climate change is likely to be substantially greater than the earth has 
experienced over at least the last ten thousand years. It is particularly to this rapid rate of change that it will be 
difficult for many ecosystems and for humans to adapt. Action has been taken by the world’s scientists through the 
Intergovernmental Panel on Climate Change to assess as thoroughly as possible knowledge regarding the basic 
science and the impacts, including an assessment of the uncertainties. The world’s governments have also taken 
action in setting up the Framework Convention on Climate Change (FCCC) at the Earth Summit in 1992 and at 
subsequent meetings of the parties to that convention, especially that at Kyoto in 1997. In order to mitigate climate 
change the FCCC in its article 2 has set the objective of stabilisation of the concentration of greenhouse gases in 
the atmosphere at a level and on a timescale consistent with the needs both of the environment and of sustainable 
development. Such stabilisation will eventually demand severe cuts in global emissions, for instance of carbon 
dioxide, to levels well below today’s by the second half of the twenty-first century. To achieve the required reductions 
in the emissions of carbon dioxide, three possibilities are available, to sequester carbon dioxide resulting from the 
burning of fossil fuels rather than releasing it to the atmosphere, to become much more efficient in the generation 
and use of energy, and to provide for energy supply from non-fossil fuel sources. This article will summarise the 
science of climate change including the evidence for it and will describe the main impacts, the actions taken so far, 
and the further actions that are likely to be necessary to mitigate climate change.

Variations in day to day weather occur all the time; 
they are very much part of our lives. The climate of 
a region is its average weather over a period that may 
be a few months, a season, or a few years. Variations 
in climate are also very familiar to us. We describe 
summers as wet or dry, winters as mild, cold, or 
stormy, recognising that in many parts of the world 
the seasons vary a great deal from year to year.

Most of the variations we take for granted. Those 
we particularly notice are the extreme situations and 
the climate disasters. During recent decades, different 
parts of the world have experienced extreme temper-
atures, record floods, droughts, and windstorms. Such 
extremes are an important manifestation of the large 
natural variability of the climate; their impact has 
served to emphasise the vulnerability of human com-
munities to climate variation and extremes. This is 
well illustrated by the unparalleled losses experienced 
by the insurance industry during the later years of the 
1980s and the 1990s. Although there is no strong 
evidence that these events are outside the range of the 
natural variability of climate experienced in historic 
times, their impact has served to add more relevance 
to the question whether human activities (such as 
fossil fuel burning) are likely to lead to substantial 
and damaging future climate change. To obtain a 
perspective on climate change we shall first look at

the climate of the last hundred thousand years or so, 
which has been dominated by the last ice age, and 
then look at climate trends over the last century.

The climate record over many thousands of years 
can be built up by analysing the composition of the 
ice and the air trapped in the ice obtained from 
different depths from cores drilled from the Antarctic 
or the Greenland icecaps. Figure 1 records the tem-
perature at which the ice was laid down and the 
atmospheric carbon dioxide content over the last 
hundred and sixty thousand years from an Antarctic 
ice core. Currently the earth’s climate is in a warm 
phase which began when the last ice age came to an 
end about twenty thousand years ago; the last warm 
period was about a hundred and twenty thousand 
years ago. The main triggers for the ice ages have 
been the small regular variations in the geometry of 
the earth’s orbit about the sun which affect the 
distribution of solar radiation at the earth’s surface. 
Of particular interest is the strong correlation between 
the atmospheric temperature and the carbon dioxide 
content. Part of this undoubtedly arises because the 
amount of carbon dioxide in the atmosphere is depen-
dent on factors that are strongly related to the average 
surface temperature. But it is also true that it is not 
possible to understand the range of temperature 
variations of the past without allowing for the influ-
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1 Observations from the Vostok ice core, showing 
variation of atmospheric temperature over 
Antarctica (it is estimated that the variation of 
global average temperature would be of the 
order of half that in the polar regions) and of 
atmospheric carbon dioxide concentration, for 
the last hundred and sixty thousand years: note 
the current value of carbon dioxide concen-
tration of about 370 ppm and the likely rise 
during the twenty-first century under various 
projections of its growth

ence of carbon dioxide on atmospheric temperature 
through the greenhouse effect (see below). Note also 
from Fig. I the very rapid rise in atmospheric carbon 
dioxide concentration over the past two hundred 
years or so as a result of human activities, which has 
taken the concentration of this gas well outside the 
range of its natural variation during the last million 
years or more.

The changes in the average air temperature near 
the earth’s surface over the past century or so, as 
established from the instrumental record, are shown 
in Fig. 2. Over this period this temperature has 
increased by somewhat more than 0-5°C, although 
the increase has not been uniform. There are strong 
indications that the increase since the 1970s is linked 
with the growth in the atmosphere of greenhouse 
gases such as carbon dioxide from anthropogenic 
sources. The 1990s have been particularly warm in 
terms of this global average temperature. Not only 
was 1998 the warmest year on record, but the first 
eight months of 1998 were the warmest of those 
months on record. Note also the year to year vari-
ations that are a further illustration of natural climate 
variability. (In Fig. 6 is shown a record constructed 
from proxy data for the last millennium, showing 
that 1998 is also likely to be the wannest year in the 
northern hemisphere over the last millennium.)

2 Changes in global annual mean surface temper-
ature since 1860 relative to the 1961-90 average, 
shown by vertical bars (thin whisker bars indi-
cate the 95% confidence range) and a smoothed 
curve giving the decadal average: data from 
thermometers

Svante Arrhenius, a Swedish chemist, made the first 
calculation of the average rise in temperature to be 
expected at the earth’s surface if the atmospheric 
carbon dioxide concentration should double. His 
estimate of 5 or 6°C was not far out, just a little 
larger than current estimates that fall in the range 
1-5 to 4-5°C.

The earth absorbs radiation from the sun, mainly 
at its surface. A balancing amount of energy is then 
radiated to space at longer, infrared, wavelengths. 
Some of the gases in the atmosphere, particularly 
water vapour, carbon dioxide, and methane, and 
clouds absorb some of the infrared radiation emitted 
by the surface and themselves emit radiation from 
higher altitudes at colder temperatures. The earth’s 
surface is thereby kept about 30°C warmer than it 
would otherwise be. This is known as the greenhouse 
effect because the glass in a greenhouse possesses 
similar optical properties to the atmosphere.

Increases in the concentration of the ‘greenhouse 
gases’ will tend to lead to further warming of the 
surface and the lower atmosphere; this is the 
‘enhanced greenhouse effect’. Its approximate magni-
tude can be simply estimated from radiation energy 
balance calculations, but for detailed information, 
sophisticated computer models have to be used which 
take into account the influences of the atmospheric 
and oceanic circulations (see the section ‘Has anthro-
pogenic climate change been observed?’).

It was in the late 1960s that scientists began to 
realise that the rate of increase of the amount of 
atmospheric carbon dioxide, owing to the increasing 
rate of burning of fossil fuels, was such that significant 
global warming would occur. Associated with the 
warming would be substantial changes in the earth’s 
climate. By the late 1980s, wide concern was being 
expressed about the likely impact of climate change 
and it became a subject firmly on the political agenda.

Greenhouse effect
That the earth’s surface is kept warm by the ‘green-
house effect’ has been known for nearly two centuries. 
But it was just one hundred years ago, in 1896, that

Intergovernmental Panel on 
Climate Change
The Intergovernmental Panel on Climate Change 
(IPCC) was formed in 1988 jointly by two UN
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bodies, the World Meteorological Organization and 
the UN Environment Programme, to provide assess-
ments of future climate change and its likely impact. 
Its first report, published in 1990, provided the scien-
tific basis for the Framework Convention on Climate 
Change (FCCC) agreed at the Earth Summit held in 
Rio de Janeiro in June 1992 and ratified by about a 
hundred and sixty nations. To assist in the convention 
process, a comprehensive report was produced by the 
IPCC at the end of 1995 and a further full report 
published in 2001. The writing and review process of 
these reports has involved the leading scientists in the 
world in the field of climate change together with 
many hundreds of other scientists from many count-
ries -  in fact, a large proportion of the world’s 
scientists who are involved in this field. The pol-
icymakers’ summaries of the reports have been agreed 
at meetings at which delegates from up to a hundred 
countries have been present as well as representatives 
of non-governmental organisations and of the scien-
tific community. Their findings therefore have the 
support both of the scientific community and of 
governments.

The IPCC has not only assessed the basic science 
of climate change but also its likely impacts on human 
activities and the options for adaptation to those 
impacts. It has also addressed how climate change 
can be mitigated through the reduction of emissions 
of greenhouse gases into the atmosphere, for instance 
by changes in the generation and use of energy, by 
the sequestration of carbon dioxide, or by reducing 
the emissions of methane from a variety of sources. 
The IPCC has also supported the work of the FCCC 
through its assessments of studies of the likely econ-
omic costs of the damage due to climate change and 
its assessments of adaptation and mitigation and of 
studies of the social and political implications of 
action and inaction. The material in this paper that 
summarises all aspects of the issue of anthropogenic 
global climate change is substantially based on the 
IPCC reports, in particular on the third assessment 
report published in 2001.

Greenhouse gases
The main greenhouse gases that are produced by 
human activities are carbon dioxide and methane. 
Their atmospheric concentrations have risen by about 
30% (Fig. 3) and 150% respectively since preindustrial 
times, largely because of fossil fuel use, land use 
change (for example deforestation), and agriculture. 
Carbon dioxide is responsible for about two thirds 
of the enhanced greenhouse effect to date due to the 
increases in greenhouse gases. If no action is taken 
to mitigate emissions of carbon dioxide, the level of 
emissions and its atmospheric concentration will con-
tinue to rise throughout the next century (Fig. 3). Its 
concentration could reach 560 ppm, double its prein-
dustrial concentration, before the year 2100.

Other greenhouse gases of importance (Fig. 4) are 
nitrous oxide, which has contributed about 6% to the

3 a global net carbon emissions from fossil fuel 
use 1850-1990 and for scenarios to 2100 (giga- 
tonnes per annum). The scenarios make differ-
ent assumptions about economic growth, fuel 
availability, and development of new renewable 
energy sources: curves A and B assume 'busi-
ness as usual' (i.e. no strong pressure to reduce 
fossil fuel use for environmental reasons), A3 
assumes rapid technical innovation to bring in 
non-fossil fuel sources, C is an 'ecologically 
driven' scenario; and b atmospheric carbon 
dioxide concentration in parts per million from 
1850-1990 and for scenarios in a to 2100

greenhouse effect to date, the chlorofluorocarbons 
(CFCs), and ozone. Emissions of chlorofluorocar-
bons into the atmosphere have led to some destruc-
tion of the ozone layer, most dramatically illustrated 
by the discovery of the ozone hole over Antarctica 
in 1985. Because ozone is also a greenhouse gas, this 
ozone destruction has partially compensated for the 
greenhouse effect of the chlorofluorocarbons.

An important consideration is the time taken for 
the anthropogenic emissions of greenhouse gases to 
be removed from the atmosphere. For methane, the 
removal process is governed by chemical reactions; 
the lifetime of methane in the atmosphere is about 
ten years. On the timescales we are considering, 
carbon dioxide emitted into the atmosphere is not 
destroyed but redistributed among the carbon reser-
voirs, in the biosphere, and in the ocean. The carbon 
reservoirs exchange carbon between themselves on a 
wide range of timescales which vary from less than a 
year to decades (for exchange with the top layers of 
the ocean and the land biosphere) or to millennia 
(for the deep ocean or long lived soil pools). The
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4 Estimates of globally and annually averaged anthropogenic radiative forcing resulting from changes in 
concentrations of greenhouse gases and aerosols from preindustrial times to 1992 and from natural 
changes in solar output from 1850 to the present. The indirect aerosol effect arises from the induced 
change in cloud properties owing to aerosols. Error bars indicate the range of uncertainty in the 
estimates; an indication is also provided of the degree of scientific understanding for each component. 
A vertical line without a rectangular bar denotes a forcing for which a best estimate cannot be given 
owing to the large uncertainties. Some of the radiative forcing agents are well mixed over the globe, 
for instance carbon dioxide, thereby perturbing the global heat balance; others represent perturbations 
with strong regional signatures, for instance aerosols. For this and other reasons, a simple sum of the 
positive and negative bars cannot be expected to yield the net effect on the climate system

large range of turnover times means that the time 
taken for a perturbation in the atmospheric carbon 
dioxide concentration to relax back to an equilibrium 
state cannot be described by a single time constant. 
Although a lifetime of about a hundred years is often 
quoted for atmospheric carbon dioxide so as to 
provide some guide, use of a single lifetime can be 
misleading.

Other factors influencing climate 
change
In recent years there has been more recognition and 
quantification of the role of anthropogenic aerosols 
(microscopic particles in the atmosphere) in climate 
change. Of particular importance are those which 
originate from the sulphur containing gases emitted 
from power stations -  effluents which also give rise 
to the acid rain problem. These aerosols reflect sun-
light and so tend to cool the earth’s surface. However, 
they are very short lived (a few days) and so are 
concentrated near industrial regions. Locally their 
cooling effect can be comparable in magnitude to the 
warming effect of the increase of greenhouse gases. 
However, it is important to realise that their effect 
on the climate is not confined to the regions where 
they are concentrated, so their impact on climate 
change is not a simple offset to that of the greenhouse 
gases. Their effect in the future will be limited by the 
increasing recognition of the requirement to avoid 
the deleterious effects of acid rain.

In Fig. 4 are illustrated estimates of the globally 
averaged radiative forcing (a measure of influence on 
global climate) of aerosols from different sources 
compared with that due to increases in greenhouse 
gases, from preindustrial times to the present. Also 
shown is an estimate based on the best information 
available of the radiative forcing which may have 
occurred as a result of variations in the incident solar 
radiation during this period.

Has anthropogenic climate 
change been observed?
Can the observed warming in recent years be attri-
buted to the increase in greenhouse gases? The 1990 
1PCC assessment concluded that there was insufficient 
evidence to argue that the anthropogenic climate 
‘signal’ had emerged from the ‘noise’ of climate 
variability. The 1995 IPCC assessment was more 
positive and included the sentence -  agreed after a 
long and lively debate -  ‘The balance of evidence 
suggests a discernible human influence on climate.’ 
Work since 1995 has provided stronger evidence that 
most of the warming observed over the last fifty years 
is attributable to human activities. Figure 5 illustrates 
the agreement that now exists for the global mean 
surface temperature for the twentieth century between 
observations and simulations with the best climate 
models that take into account both anthropogenic 
and natural forcings.
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5 Global annual mean temperature changes from 
1860 to 2000 as simulated by the UK Hadley 
Centre climate model, compared with obser-
vations over the same period: the band of model 
results presented is for four runs with the same 
model; natural forcings included are solar vari-
ation and volcanic activity

Modelling climate change
To ascertain the surface temperature change to be 
expected from an increase in radiative forcing, 
information about the forcing from different constit-
uents such as those in Fig. 4 is introduced as input 
into a radiative transfer model of the average atmos-
phere. On the assumption that nothing else changes 
apart from the temperature of the surface and lower 
atmosphere, a relatively simple calculation can be 
made of the increase in global average surface air 
temperature which occurs for a radiative forcing of 
4 W m '2, the value appropriate to an increase of 
carbon dioxide concentration to 560 ppm, double its 
preindustrial value. It turns out to be about 1 -2°C.

In reality, of course, many other factors will 
change, some in ways that add to the warming 
(positive feedbacks) others in ways that might reduce 
the warming (negative feedbacks). Examples of posi-
tive feedbacks which are understood reasonably well 
are those due to water vapour (a warmer atmosphere 
on average means increased water vapour content) 
and to changes in ice cover (decrease of ice cover 
means more absorption of solar radiation at the 
surface). The magnitude of the feedback resulting 
from changes in cloud cover and type, which may be 
positive or negative and which may vary from place 
to place, is still not well understood.

The situation is therefore much more complex than 
the simple calculation suggests. When the feedbacks 
are taken into account, the best estimate at the 
present time, should a doubling of preindustrial 
carbon dioxide occur, is that the rise in global average 
surface air temperature would be in the range 1*5 to 
4-5X (the reason for this relatively large range is to 
take into account the uncertainty in the cloud feed-
back) with a best estimate of 2-5°C.

When compared with the temperature changes we 
commonly experience, a rise of 2-5°C does not seem 
very large. But remember it is a rise in the average

temperature over the whole globe. Between the middle 
of an ice age and the warm periods in between ice 
ages, the global average temperature changes by only 
about 5 or 6°C (Fig. 1). So should the 2-5°C rise 
occur over a century or less, the change is large in 
the context of climate change; it would in fact rep-
resent a change of climate more rapid than has been 
experienced by the earth at any time during the last 
ten thousand years.

So far the discussion has been in terms of changes 
in the global average, which provides a good overall 
indicator of the amount and rate of climate change. 
However, the character of change will be far from 
uniform over the earth’s surface; it will vary enor-
mously with location. What concerns human com-
munities is the detail of climate change in their 
particular region. To elucidate the detail of climate 
change, computer models of the climate system are 
employed. The most highly developed of these are 
general circulation models (GCMs) which include the 
basic mathematical equations describing the system 
physics and dynamics and which couple these for 
both the atmospheric and oceanic circulations. They 
are more complex versions of the GCMs which are 
employed for day to day weather forecasting. To 
achieve adequate resolution in space and time, they 
are run on the largest computers available, which can 
then simulate climate variations and change over 
model runs which cover many centuries of simulated 
time. In most advanced countries of the world there 
are laboratories where such sophisticated models are 
available.

The most important feature of these climate models 
is that they are able adequately to sum the effects 
arising from the wide variety of processes which occur 
within the atmosphere and oceans so as to give the 
overall response. Because all the processes are non-
linear in character they cannot be added up in any 
other way.

Climate models are validated by assessing how well 
they describe the details of current climate both in 
terms of its average and variability. Comparison can 
also be made with observations for model simulations 
of past climates, of major climate regimes such as 
those associated with the El Nino phenomena, and 
of climatic perturbations such as those associated 
with volcanic eruptions. For all these the latest models 
show impressive skill in simulation.

Future anthropogenic climate 
change
To project anthropogenic climate change into the 
future, estimates of future emissions of greenhouse 
gases are first required. These will depend on the 
assumptions made about such factors as the likely 
growth of the world economy, the availability of 
fossil fuels, and the degree of pressure for environ-
mental change. For carbon dioxide, several such 
scenarios are illustrated in Fig. 3. The upper estimates
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6 From 1000-1860, observations of variations in average surface temperature of the northern hemisphere 
(adequate data from the southern hemisphere not available) constructed from proxy data (tree rings, 
corals, ice cores, and historical records): the line shows the fifty year average, the grey region the 95% 
confidence limit in the annual data. Data for 1860-2000 are as in Fig. 2. From 2000 to 2100 projections 
are of globally averaged surface temperature for the six illustrative scenarios from the IPCC's 2000 
'Special report on emission scenarios' (SRES) and the earlier IPCC scenario IS92a, as estimated by a 
model with average climate sensitivity. The grey region labelled 'several models all SRES envelope' 
shows the range of results from the full range of thirty-five SRES scenarios in addition to those from a 
range of models with different climate sensitivities

assume high economic growth coupled with little 
pressure for reduction in emissions for environmental 
reasons. Under these scenarios emissions of carbon 
dioxide into the atmosphere due to human activities, 
currently about seven billion tonnes of carbon per 
year, rise to up to twenty billion tonnes by the year 
2100. The lowest estimate derives from a scenario 
assuming strong environmental pressure, leading by 
2100 to stabilisation of the carbon dioxide concen-
tration at about 450 ppm, about 60% above its prein-
dustrial level.

Other greenhouse gases will also increase in concen-
tration. For instance, methane (the anthropogenic 
sources of which are mainly related to cattle farming, 
rice cultivation, the oil and gas industry, and landfill) 
may double in concentration by 2100. Because of 
other environmental problems (for example acid 
rain), aerosol concentrations from anthropogenic 
sources are not likely to grow substantially, and 
might even on average reduce from their present level.

From the projections of the concentrations of 
carbon dioxide and other greenhouse gases, estimates 
may be made from climate models of the associated 
increases in global mean surface air temperature. 
Figure 6 shows the projections to the year 2100 for 
the range of six scenarios published by the IPCC in

its special report on emission scenarios (see  ‘Further 
reading’), showing increases in the range 1-4 to 5-8°C 
by 2100. Figure 6 compares these increases with the 
variations in global mean surface temperature over 
the past hundred and forty years as in Fig. 2 as well 
as the variations for the northern hemisphere (not 
enough data exist for the southern hemisphere) esti-
mated from proxy data for the past millennium.

The greatest uncertainties in the projection of cli-
mate change in the twenty-first century arise from 
our lack of knowledge of (1) the future profiles of 
emissions of greenhouse gases, (2) some of the feed-
backs in the climate system, especially those arising 
from changes in cloudiness, (3) changes in the ocean 
circulation, and (4) changes in the biosphere. Because 
of these factors, projections of climate change on the 
regional scale possess greater uncertainty than those 
of global averages. Increased understanding of these 
issues will come from combining more accurate obser-
vations possessing better coverage with careful model 
simulations.

Impacts of climate change
Expressing climate change in terms of the increase in 
global average temperature is not very meaningful
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7 Land affected in Bangladesh by various 
amounts of sea level rise

for most of us. What about its impacts on our lives? 
In some locations, the impacts may be positive. For 
instance, for some crops, increased carbon dioxide 
aids growth and at high northern latitudes the grow-
ing season will be longer. However, because humans 
and ecosystems have adapted closely to the current 
climate, most of the impacts will be deleterious. The 
most important impacts are likely to be on sea level, 
changes in rainfall, and temperature extremes. These 
impacts are considered in turn.

Sea level rise
The expected rise in sea level of about half a metre 
(range from OT to 0 9 m) by the year 2100 arises 
mostly from the expansion of water in the oceans 
because of the increased temperature and the melting 
of glaciers; the contribution from changes in the ice 
sheets in the Arctic and Antarctic is expected to 
be small. As more of the ocean warms, sea level 
will continue to rise for many centuries, even if 
the greenhouse gas concentrations are stabilised. 
Adaptation, at a cost, to a rise of a metre or less will 
be possible in many coastal regions. However, adap-
tation will be extremely difficult, if not impossible, in 
some particularly vulnerable areas such as the delta 
regions of large rivers in Bangladesh (Fig. 7), Egypt, 
and Southern China and the many low lying islands 
in the Indian and Pacific oceans. The situation in 
many of these areas will be exacerbated because the 
land is sinking for other reasons, for instance tectonic 
movement and the extraction of groundwater, at a 
similar rate to the sea level rises expected from global 
warming. Substantial loss of land will occur in these 
areas and many millions of people (six million live

8 Changes in frequency of occurrence of different 
daily rainfalls with doubled carbon dioxide con-
centration, as simulated by the Australian 
CSIRO model: note that small rates of rainfall 
tend to reduce, whilst large rainfall rates tend 
to become larger

below the one metre contour in Bangladesh) are likely 
to be displaced.

Impact on w ater availability
Water is becoming an increasingly valuable resource. 
Demand for water increased by a factor of ten in the 
twentieth century, particularly in countries where it 
is extensively used for irrigation. There are already 
significant tensions especially in regions where the 
water from major river systems is shared between 
nations. It is not surprising that Boutros Boutros- 
Ghali, the former Secretary-General of the UN, has 
suggested that wars in the future are likely to be 
about water rather than oil.

A major impact of global warming is likely to be 
on water supplies. Warming of the earth’s surface 
means greater evaporation and, on average, a higher 
water vapour content in the atmosphere that in turn 
leads to a more vigorous hydrological cycle. This 
means an increased tendency to heavy rainfall, leading 
to an increasing possibility of floods in some places. 
It also means, perhaps surprisingly, an increased 
tendency to less rainfall and hence periods of drought 
in other places, because of the interaction of the more 
vigorous hydrological cycle with the atmospheric 
circulation. Although the reliability of climate models 
is limited as far as regional detail is concerned, they 
provide some estimates of the likely effects (Fig. 8). 
Many parts of the world are likely to see substantial 
changes in rainfall patterns and the availability of 
soil moisture. Those likely to be most seriously affec-
ted are those with periods of particularly heavy 
rainfall (for example the regions covered by the Asian 
summer monsoon) and those with marginal rainfall.

Impacts on food and health
Studies of global food supplies in a globally warmed 
world tend to suggest that the global quantity of 
available food might not be affected by very much -  
some regions might be able to grow more while others 
grow less. However, the distribution of food pro-
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9 The 'contraction and convergence' proposal of 
the Global Commons Institute: global carbon 
emissions from fossil fuel use 1860-1990 show-
ing share amongst groups of countries, then as 
projected for a scenario leading to eventual 
stabilisation of atmospheric carbon dioxide con-
centration at 450 ppm. By 2030 it is assumed 
that the sharing of emissions has converged to 
be on the basis of equal per capita emissions 
rights

duction will change, not least because of changed 
water availability. The regions likely to be adversely 
affected are those in developing countries in the 
subtropics where there are rapidly growing popu-
lations. In areas where agricultural production 
becomes inadequate to meet local needs there could 
be large numbers of environmental refugees.

Other important impacts of the likely climate 
change are on human health (increased heat stress 
and more widespread vector borne diseases such as 
malaria) and on the health of some ecosystems (for 
example forests) which will not be able to adapt 
rapidly enough to match the rate of climate change.

Costing the impact of climate change
It is not an easy task to estimate the likely cost to 
the world community of the impacts briefly listed 
above. For a costing to be at all realistic, especially 
when it is to apply to periods of decades into the 
future, it must account not only for direct damage 
but also for the possibilities of adaptation. However, 
even though many of the attempts at costing are 
relatively crude, they help to provide an idea of the 
size of the problem.

The most detailed cost studies of the impacts of 
climate change in a world with carbon dioxide con-
centration doubled from its preindustrial level have 
been carried out for the USA. For those impacts 
against which some value of damage can be placed 
(for example sea level rise, change in water supplies, 
increased morbidity owing to heat stress), estimates 
of annual cost fall in the range of about 1 to 1-5% 
of GDP. For other countries in the developed world, 
estimates of the cost of impacts are generally similar 
to those for the USA. For developing countries, 
estimates are typically larger, in the range 2 to 9% 
of GDP.

In considering such estimates it must be realised 
that there are important factors which they do not 
take into account. One such factor is that they apply 
to impacts when the carbon dioxide amount is 
doubled from its preindustrial value. The longer term 
impacts if carbon dioxide concentrations continue to 
rise are likely to be much greater. Another factor is 
that not all impacts can be quantified in terms of 
economic costs. This point is emphasised by concen-
trating on those in some developing countries who 
are likely to be particularly disadvantaged by anthro-
pogenic climate change and who might become 
environmental refugees. One estimate is that there 
could be more than a hundred and fifty million such 
refugees by the year 2050.

Framework Convention on 
Climate Change
Establishment of the FCCC
The Framework Convention on Climate Change 
(FCCC), signed by over a hundred and sixty count-
ries at the UN Conference on Environment and 
Development (the Earth Summit) held in Rio de 
Janeiro in June 1992, came into force on 21 March 
1994. The convention sets the context in which inter-
national action regarding the issue of climate change 
can be pursued. It recognises the reality of global 
warming, recognises also the uncertainties associated 
with current predictions of climate change, agrees 
that action to mitigate the effects of climate change 
needs to be taken, and points out that developed 
countries should take the lead in this action.

In its consideration of an appropriate response to 
the possibility of climate change, the FCCC applies 
the precautionary principle. This is stated in article 
3, where the parties to the convention are instructed to 

take precautionary measures to anticipate, prevent or 
minimize the causes of climate change and mitigate its 
adverse effects. Where there are threats of serious or 
irreversible damage, lack of full scientific certainty should 
not be used as a reason for postponing such measures, 
taking into account that policies and measures to deal 
with climate change should be cost-effective so as to 
ensure global benefits at the lowest possible cost.
The FCCC mentions one particular aim and one 

longer term objective. The particular aim is that 
developed countries (‘annex I countries’ in FCCC 
parlance) should take action to return their green-
house gas emissions, in particular those of carbon 
dioxide, to their 1990 levels by the year 2000. The 
objective stated in article 2 says:

The ultimate objective of this Convention ... is to achieve 
... stabilisation of greenhouse gas concentrations in the 
atmosphere at a level that would prevent dangerous 
anthropogenic interference with the climate system. Such 
a level should be achieved within a time frame sufficient 
to allow ecosystems to adapt naturally to climate change, 
to ensure that food production is not threatened and to 
enable economic development to proceed in a sus-
tainable manner.
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In this statement of its objective, the FCCC places 
action concerning climate change clearly in the con-
text of sustainable development. The balance that 
this implies between environmental protection on 
the one hand and economic development on the 
other must be based on the best possible scientific, 
economic, and technical analyses of all the factors 
involved. The IPCC is the international body through 
which the information is assessed and provided to 
the FCCC.

What does the requirement for the stabilisation of 
the atmospheric concentrations of greenhouse gases, 
expressed in the objective of the FCCC, imply? For 
methane it is easy to estimate what this would mean. 
For instance, to stabilise methane at today’s concen-
tration would require a reduction in anthropogenic 
emissions by about 8%. For carbon dioxide the 
situation is more complex. It is already clear from 
impact studies (most of which have been made for 
carbon dioxide concentrations of about 550 ppm) 
that politicians and decision makers are likely to be 
looking at stabilisation levels below 550 ppm. To 
achieve stabilisation at such levels, emissions should 
not rise much during the first half of the twenty-first 
century and should decrease substantially below 
today’s levels during the second half of the century. 
An example of such a profile providing for stabilis-
ation at about 450 ppm by the year 2100 has been 
given in Fig. 3 (see also Fig. 9).

The Framework Convention on Climate Change is 
rooted in the confidence that the science of climate 
change as expounded by the IPCC is basically sound 
and that adequate and appropriate technology is 
available to enable the necessary reductions in the 
emissions of greenhouse gases to occur.

Kyoto Protocol
The first conference of parties to the FCCC was held 
in Berlin in April 1995; it was agreed that a plan of 
action should be prepared for agreement in 1997. 
That plan was agreed by the parties in the Kyoto 
Protocol of December 1997. Further agreements were 
reached (although without the USA) in July 2001. 
Under the protocol, which has yet to be ratified by 
many countries, developed countries agreed by 2010 
to reduce their emissions of greenhouse gases (all 
significant greenhouse gases being included in the 
calculation) by amounts which generally varied from 
5 to 8% below their 1990 levels. The Kyoto Protocol 
provides for the first time for binding agreements 
between nations. Although the reductions provided 
for are modest compared with what will eventually 
be required, they represent an important first step in 
the long political process that will continue and 
gather momentum over the next decades. The 
full impact of the newly elected President Bush’s 
announcement earlier this year that the USA would 
not ratify, indeed would withdraw from, the Kyoto 
Protocol has yet to emerge, however as the USA is 
responsible for almost a quarter of global emissions 
into the atmosphere, this change in policy represents

at the very least a serious setback for the aims and 
objectives of the protocol.

Mitigation of climate change
Actions to mitigate climate change
To mitigate the effects of global warming, action is 
required to increase the sinks which remove carbon 
dioxide from the atmosphere (for example by reduc-
ing deforestation and increasing afforestation or by 
sequestration of carbon dioxide) and to reduce the 
emissions of both carbon dioxide and methane from 
anthropogenic sources.

Forestry
Over the past century the destruction of forests has 
contributed significantly to the increasing concen-
tration of carbon dioxide in the atmosphere. Recent 
decades have seen loss of tropical forests, averaged 
over the globe, of about 1% per annum. Halting this 
deforestation (which would also be good for other 
reasons) and encouraging afforestation could make a 
significant contribution to the sequestering of carbon 
from the atmosphere. For instance, if an area of a 
hundred thousand square kilometres (approximately 
the area of the island of Ireland) were planted each 
year for forty years, by the year 2040 the area planted 
would be roughly equivalent to half the area of 
Australia. By the time the new forests matured -  
between forty and a hundred years after planting, 
depending on the type of forest -  between twenty- 
five and fifty gigatonnes of carbon would have been 
sequestered, that is between 5 and 10% of the emis-
sions of carbon into the atmosphere from fossil fuel 
burning over a fifty year period. Studies show that 
land for such a planting programme is potentially 
available.

Methane reduction
Methane is an important greenhouse gas: its increas-
ing atmospheric concentration since preindustrial 
times has contributed about a fifth of the enhanced 
greenhouse effect to date. A reduction of anthropo-
genic emissions by around 10% would lead to stabil-
isation of the atmospheric methane concentration. 
Reductions in methane emissions can be achieved by 
paying attention to leaks from pipelines, by reducing 
the amount of waste going to landfill sites and 
collecting the gas it emits, by reducing deforestation, 
and by reducing the methane arising from agricul-
tural sources.

Sequestration of carbon dioxide
A number of possibilities exist for sequestration of 
the carbon dioxide from fossil fuel emissions. The 
most promising is to pump it down into porous rocks, 
for instance into spent or partially spent gas or oil 
wells where it can be used to increase the gas or oil 
yield. Such sequestration is already occurring. For 
instance, a company in Norway, where there is a 
carbon tax, has found it economic to sequester
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unwanted carbon dioxide in a gas well rather than 
pay the tax that would be required if it were released 
to the atmosphere.

Energy generation and use
Two approaches are possible to reduce emissions of 
carbon dioxide in the energy industry: to become 
much more efficient in the generation and use of 
energy or to provide for energy supply from non-
fossil fuel sources.

Substantial increases in the average efficiency of 
energy supply have occurred in recent years but there 
is plenty of room for further improvement. For 
instance, technologies are available for increasing the 
efficiencies of coal fired power stations for electricity 
generation (typically still no more than about 35%) 
and there is large potential for the growth of com-
bined heat and power (CHP) generation (with a 
typical overall efficiency of around 80%).

In most energy uses, energy is employed 
inefficiently; only a few per cent of primary energy is 
turned into effective use, the rest being wasted. There 
is enormous potential to increase the efficiency of 
energy use in buildings, in industry, in domestic 
appliances, and in transport. Let me list some of the 
possibilities:
•  improved design of buildings (around 35% of 

energy is used in buildings) through higher build-
ing standards (for example in insulation), together 
with the integration through changes in engineer-
ing practice of different areas of design and con-
struction so as to minimise energy use -  over half 
the energy used in buildings could thus be saved

•  improved electrical appliances (low energy light 
bulbs, refrigerators with better insulation, and so 
on), again designed to minimise energy use

•  development and marketing of more efficient 
vehicles, for instance hybrid vehicles (which com-
bine small petrol or diesel engines with electric 
propulsion) and vehicles employing fuel cells.

The rapid development and growth of renewable 
energy sources (i.e. those not dependent on fossil 
fuels) is key to future sustainable energy provision. 
A number of such sources are poised for growth. In 
appropriate locations wind energy can be supplied at 
a price which is becoming competitive with fossil fuel 
sources. Power stations employing waste materials or 
renewable biomass as fuel are being developed. Solar 
energy, especially using photovoltaic cells as a source 
of electricity (with hydrogen produced electrolytically 
as a storage medium), is likely to become one of the 
major sources of world energy in due course. There 
are also possibilities for the development of wave and 
tidal energy sources.

All the developments I have mentioned require 
substantial research and development, a matter which 
is of major concern. Particularly worrying is the trend 
over the last ten years for reduction in R&D invest-
ment in energy supply and usage technologies. As 
markets have increasingly taken over energy supply, 
long term investment in R&D is being carried out

neither by governments nor by the energy industry 
on the same scale as previously. For instance, since 
1983 government R&D in the energy field has fallen 
in some developed countries by a factor of ten, and 
worldwide on average by a factor of three, so that it 
accounts now for only about 0 04% of world GNP -  
a very small sum compared with the capital invest-
ment in the energy industry, which runs at nearly 4% 
of world GNP. If the greater efficiency mentioned 
above and the necessary growth in renewable energy 
sources is to be achieved, much greater support for 
R&D by both industry and government must be 
forthcoming.

Contraction and convergence
There are three important principles that govern 
international action on a problem such as climate 
change: first is the precautionary principle, clearly 
embedded in the FCCC, which states that the exist-
ence of uncertainty should not preclude the taking of 
appropriate action; second is the principle that The 
polluter pays’, which implies the imposition of meas-
ures such as carbon taxes and carbon trading arrange-
ments; and third is the principle of equity, both 
international and intergenerational.

A proposal put forward by the Global Commons 
Institute called ‘contraction and convergence’ takes 
these three principles on board. It also illustrates well 
the major technical and political problems of achiev-
ing the large reductions in carbon dioxide emissions 
that are very likely to be necessary. Figure 9 shows 
the profile of global emissions that would be needed 
to bring stabilisation of the atmospheric carbon diox-
ide concentration at 450 ppm, which would in turn 
stabilise the climate impact, taking into account also 
the likely increase in other greenhouse gases, at 
approximately that due to doubled preindustrial 
carbon dioxide. That is the ‘contraction’ part of the 
proposal. The other part of the proposal addresses 
how the reductions are to be shared out between 
countries. It suggests that the simplest and fairest 
way to do this is to share carbon dioxide emissions 
equally per capita and to converge (hence ‘conver-
gence’) to a situation of equal shares by, say, 2030. 
The diagram shows how, on this basis, emissions 
would be shared between countries. The further part 
of the proposal is that, having allocated profiles of 
emissions between countries, trading of these alloca-
tions would be allowed. If carried out responsibly, 
this trading could act to transfer economic and techni-
cal resources to developing countries, enabling their 
programmes of industrialisation to be carried forward 
in ways that have minimum impact on the environ-
ment. Although there are clearly many practical 
difficulties in its realisation, this ‘contraction and 
convergence’ proposal is one way in which what is 
necessary could be achieved.

Achievement of change and the likely 
cost
Figure 9 demonstrates by way of an example the 
enormous technical and political problems involved
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in any solution to the problem of achieving the 
necessary reduction in the use of fossil fuels. But can 
the world’s energy industry contemplate the changes 
required? In a detailed study by the World Energy 
Council of energy generation and use next century, 
an ‘ecologically driven’ scenario is described (see 
Fig. 3) associated with which there would be a profile 
of carbon dioxide emissions similar to the 450 ppm 
stabilisation curve shown in Fig. 9. The World Energy 
Council show how this can be achieved -  particularly 
by strong drives to increase energy efficiency and to 
develop the use of energy sources with much lower 
carbon dioxide emissions of the kind mentioned 
above. Under this scenario, by 2020, ‘new’ renewable 
energy sources make up 12% of total energy pro-
vision. Further, also by 2020, as developing countries 
industrialise, they are projected to roughly double 
their energy use and carbon dioxide emissions, while 
developed countries are projected to reduce their 
energy use by about 10% and their carbon dioxide 
emissions by about 30%. Estimates of the annual cost 
of realising such a scenario suggest figures of 1% or 
less of Global World Product (GWP), which is con-
siderably less than most of the estimates which econ-
omists have made of the damage likely to result from 
climate change impacts.

However, with the availability of cheap energy 
being seen as the engine for industrial and economic 
growth, reductions in carbon dioxide emissions are 
not going to come easily. A large challenge to econ-
omists and to governments is to devise appropriate 
economic instruments and incentives to bring about 
the large increases in efficiency and the switch to non-
fossil fuel energy sources which are necessary.

To achieve adequate mitigation of climate change 
will require commitment from all sections of the 
community. The challenge therefore is to scientists to 
improve the base of knowledge of climate change 
and its impacts, to governments to commit themselves 
to action adequately to address the problems of 
climate change and its mitigation, and to industry to 
develop and market the technologies required to 
reduce anthropogenic greenhouse gas emissions. The 
transfer of technology from developed to developing 
countries will also be important: the FCCC has 
emphasised the benefits which will accrue to industries 
in both the developed and developing worlds. 
Commitment is also required from all of us as individ-
uals to take seriously the challenge of environmental 
stewardship. Furthermore, the matter is an urgent 
one. As the World Energy Council points out, ‘the 
real challenge is to communicate the reality that the 
switch to alternative forms of supply will take many 
decades, and thus the realisation of the need and the 
commencement of the appropriate action must be 
now’ [their italics].
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Valuing the Impact of Large-Scale Ecological Change in a 
Market: The Effect of Climate Change on U.S. Timber

By B r e n t  S o h n g e n  a n d  R o b e r t  M e n d e l s o h n *

[2]

This paper establishes a methodology for valuing the impact of large-scale eco-
logical changes in a market. Given the large capital stocks inherent in most 
ecological systems, the dynamic nature of most ecological change, and the dy-
namic response of markets, it is critical to build dynamic models to capture the 
resulting effects. This paper demonstrates how to construct such a model using 
the impacts of climate change on U.S. timber markets as an example. Across a 
wide range of scenarios and models, warming is predicted to expand timber 
supplies and thus benefit U.S. timber markets. (JEL Q10, Q25)

Many large-scale ecosystem changes result 
from land management practices or pollution 
em issions of expanding populations and 
growing economies. Large-scale ecosystem 
changes are defined as those occurring over 
broad areas and potentially long time periods. 
They may include catastrophic forest fires, 
shifting from older to younger forests, soil ero-
sion, or altered water quality and aquatic hab-
itat. Combined, these changes are putting 
increased pressure on the renewable resources 
needed for market and nonmarket purposes. 
Society must weigh the costs of preventing or 
at least mitigating these changes against the 
damages these changes cause. Unfortunately, 
many large-scale phenomena, such as those 
predicted during climate change (Vegetation/ 
Ecosystem Modeling and Analysis Project 
[VEMAP] Members, 1995), occur over such 
a large area and an extended period of time, it 
is difficult to value the stream of impacts.

* Sohngen: Department of Agricultural, Environmen-
tal, and Development Economics, Ohio State University, 
2120 Fyffe Road, Columbus, OH 43210; Mendelsohn: 
School of Forestry and Environmental Studies, Yale Uni-
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Research Institute. The authors thank Rick Freeman, 
Richard Haynes, Roger Sedjo, and the anonymous review-
ers for comments on earlier drafts. In addition, we thank 
Tim Kittel and Nan Rosenbloom at the University Cor-
poration for Atmospheric Research for help in obtaining 
the ecological data. The authors are solely responsible for 
any errors.

This paper develops methods for empiri-
cally valuing large-scale ecological change in 
a market for natural resource products. The ap-
proach is illustrated with a specific application 
to measure the impact of climate change on 
U.S. timber markets. Assessing the impact of 
climate change on timber markets is interest-
ing for two reasons. First, it entails particularly 
large-scale ecosystem changes, such as a mas-
sive redistribution of the range of existing tim-
ber species and substantial changes in annual 
growth rates (VEMAP Members, 1995). Al-
though these changes may differ from, or may 
be larger than, those expected from other eco-
system disturbances, the techniques provide 
important insights into valuing changes re-
gardless of scale. Second, like the valuation of 
many other ecological changes, it requires dy-
namic, rather than steady-state, analysis.

Much of the empirical research into valuing 
ecological change in markets for natural re-
source products, however, continues to rely on 
steady-state analysis. Although theoretical dy-
namic methods are well established (Colin W. 
Clark, 1990), empirical fishery models, such 
as those by Jon M. Conrad (1989), James R. 
Kahn and W. Michael Kemp (1 9 8 5 ), and 
Robert J. Johnston and Jon G. Sutinen (1996), 
all utilize static approaches. While the forestry 
literature has addressed dynamic stock adjust-
ments (Kenneth S. Lyon and Roger A. Sedjo, 
1983; Richard Brazee and Mendelsohn, 1990), 
it has not adequately considered how stocks 
will adjust to dynamic ecosystem changes.
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In the case of climate change, for example, 
J. Mac Callaway et al. (1994) utilize a dy-
namic forest market model, but they adopt 
static climate and ecological models which 
compare the current climate to a doubled C 02 
equilibrium climate. Others, such as Linda A. 
Joyce et al. (1995) and John Perez-Garcia et 
al. (1997) all adopt static economic models 
that cannot capture intertemporal adaptation.

This paper distinguishes itself from this pre-
vious research by focusing specifically on the 
dynamic adjustment pathway. As shown, this 
focus turns out to have important conse-
quences for valuing large-scale ecological 
change. Characterizing this dynamic adjust-
ment pathway rests on three dynamic features. 
First, the stimulus of change often has an in-
tertemporal path of its own. In our example of 
climate change, recent predictions suggest that 
temperature will increase linearly over the 
next century as greenhouse gases gradually ac-
cumulate in the atmosphere (see John T. 
Houghton et al., 1996).

Second, dynamic ecological change often en-
tails lags and adjustments in the ecological sys-
tem so that different outcomes occur over time 
in response to the external stimulus. In the case 
of climate change, forests may respond at first 
with widespread dieback as trees fail to adjust 
to new conditions, followed by a period of ad-
aptation. To capture ecological effects, this study 
carefully combines climatological, biogeochem- 
ical, and biogeographical model results with an 
economic model to integrate findings from nat-
ural science into economic analysis.

Third, the market adjusts and adapts to the 
external stimulus. To adjust to large-scale 
change, the market can move harvests over 
time, plant new trees in anticipation of future 
needs, and salvage dying forests. The welfare 
outcome resulting from these complex dynamic 
adjustments cannot be captured accurately with 
static models. Given the large capital stocks in-
volved, the dynamic nature of most ecological 
changes, and the dynamic response of markets, 
the static comparisons of Callaway et al. 
(1994), Joyce et al. (1995), and Perez-Garcia 
et al. (1997) provide poor approximations of 
the resulting adjustment path.

Section I constructs a dynamic economic 
model of U.S. timber markets, and describes 
how the basic model can be adapted to capture

the large-scale effects of climate change. Section 
II then calibrates the models with market and 
ecological data, and simulations are developed 
for multiple climate, ecological, and economic 
scenarios. Section HI presents the results, in-
cluding a comparison with two static scenarios. 
These scenarios demonstrate that steady-state 
comparisons, such as those made in the earlier 
literature, do not capture the value of ecological 
impacts in timber markets accurately. In some 
scenarios northern forests dieback early during 
climate change, but market adaptation hastens 
forest adaptation, and it allows the positive long- 
run benefits of expanding southern forests to oc-
cur more quickly.

These results differ dramatically from ear-
lier, regional studies. For example, Joel B. 
Smith and Dennis Tirpak (1989) predicted 
that climate change would damage American 
forests, even though they did not predict mar-
ket impacts. Their prediction, however, led 
some economists to conclude that climate 
change would harm U.S. timber markets 
(William R. Cline, 1992; Samuel Fankhauser,
1995). More recent economic studies have 
been more optimistic about timber impacts 
(see Joyce et al., 1995; Perez-Garcia et al., 
1997), but they rely on static economic mod-
els that cannot capture stock effects like die-
back or shifting ecosystem boundaries.

While impact of climate change on U.S. tim-
ber markets is just one of the many sectors likely 
to be affected by climate change [see James 
Bruce et al. (1996) for a discussion of nonmar-
ket impacts and Mendelsohn and James 
Neumann (1998) for a discussion of impacts on 
other sectors], the importance of capturing dy-
namic features applies to most service flows 
from ecosystems, including nonmarket sectors. 
For example, although it is unclear how public 
suppliers of forestland will respond to climate 
change, users of nonmarket services will likely 
make some attempt to adapt to changing circum-
stances. To account for the entire set of damages 
for the globe, one would need to aggregate es-
timates for different sectors and regions. While 
timber market damages are likely to represent 
only a small part of the impacts in developed 
economies, the dynamic methods described in 
this paper can be transferred to regions where 
timber markets are more important to national 
economies.
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I. A Dynamic Model of Ecological Change

A. General Case

We begin by developing an ecological- 
economic model of a renewable resource. 
Because the dynamic change being mea-
sured is complex, a deterministic model is 
used for tractability. An interesting next step 
to explore would be to develop a stochastic 
dynamic programming model of these same 
decisions.

The resource we consider is composed of 
stocks of different organisms, X,- (*)• Each or-
ganism grows market products according to 
V,- (a, ( t)), where a, (t) is the age of the organ-
ism of type i in the system at time t. Following 
generic population and organismal biology, 
Va. >  0 and Vaia. <  0 (for each organism), 
where the subscripts denote partial derivatives. 
The output at any moment of this entire system 
is the sum of the organisms harvested, Ht (t), 
times the output per organism:

(1) G(0 = I « ( 0 V , ( f l , ( 0 ) .
i

Demand for these products is derived from 
a well-behaved utility function over these and 
all other goods. An inverse demand function 
can be expressed as

(2) P(t) = D(Q(t ) ,  Z( t ) ) 9

where Z (t) is the vector of all other goods 
purchased. Demand can shift over time subject 
to forces in the economy such as overall 
growth and changes in per capita income. Al-
though there may be several different types of 
species or organisms, each with a distinctive 
yield, for simplicity of exposition, we assume 
that output across organisms is quality ad-
justed so that total quantity is simply the sum 
of the products of individual organisms. A 
more complex demand system model could be 
constructed to represent quality issues more 
carefully but would distract from the dynamic 
focus of this paper.

With equation (2), a Marshallian welfare 
measure of net consumer and producer surplus 
can be calculated for each time period as the 
area under the demand curve minus the costs

of harvesting, regenerating, and holding land 
in each time period:

(3) 5 (f i(0 ,Z (t) ,G (t) ,X (t))

{ D ( Q ( t ) , Z ( t ) ) - C { Q ( t ) ) } d Q ( t )
0

- I A g k o - X k.WX.U),

where C(Q(t))  is the cost of harvesting, is 
the marginal cost of regenerating an organism, 
Gi ( 0  is the number of organisms regenerated, 
and Ri (/) is a rental cost associated with hold-
ing an organism in year /. Although many eco-
logical stocks regenerate naturally, society can 
enhance regeneration through investments in 
each period. The total size of the population at 
time t , Xj ( t) , therefore will depend on the ini-
tial population size, less what is harvested, 
plus what is regenerated. Rent, R, (r), captures 
the opportunity costs associated with the use 
of underlying resources, such as land. In some 
circumstances, it may be zero because there is 
no opportunity cost of the resource. For ex-
ample, there may be little else one can do with 
the oceans other than growing fish. However, 
for most terrestrial resources, R((t) typically 
is not zero, and it plays a role in harvest and 
regeneration decisions. Further, total rent, 
2, Ri ( t)Xi ( t) , varies with the size of the stock. 
Tracking the change in rent is particularly im-
portant during ecological change, when the 
size of Xj(t) can shift dramatically over time. 
In the example used in this paper, if land shifts 
into forestry, society loses the returns from its 
previous use, which may be grazing or grow-
ing crops.

The social planner should maxim ize 
the present value of net producer and con-
sumer surplus over time. Letting G ( t )  = 
Gi ( 0 - ‘ • G /(0  and X( t )  = Xt ( t ) - • • X ,(r), 
this is:

(4) Max W = <rrt{ S (G ( f ) ,Z ( t ) ,

G(t ) ,  X ( t ) } dt

f



1 8 Climate Change

VOL 88 NO. 4 SOHNGEN AND MENDELSOHN: VALVING ECOLOGICAL CHANGES 689

subject to

(5) X, = - « ( 0  + G ,(0  Vi,

(6) X,(0) = X,0 Vi,

(7) X , ( 0 , f f , ( 0 .G , ( 0 * 0  V/,

where r is the discount rate. The decision 
maker has two control variables, harvest 
amounts, Hj(t),  and how much to reinvest in 
future stock, G, ( t ) . Equation (5) expresses the 
change in the size of the total population of 
each type of organism in each period; it is the 
difference between what is harvested and what 
is regenerated. Equation (6) is an initial con-
dition for the stock variable, which defines not 
only the total stock of organisms, but also the 
age distribution of the initial stock. The age of 
the stock is distinguished by the yield function 
for merchantable products that accompanies 
each organism, V (a ,(0 ) .  The social planner 
decides how much of the population to har-
vest, Hi ( t ), and how much to regenerate, 
G,-(f)» at time t.

Using the maximum theorem (Lev S. 
Pontryagin et al., 1962), equations (4 ) 
through (7) can be solved for a set of condi-
tions that must be satisfied in every period for 
a locally optimal solution of harvests (see Ap-
pendix for details):

(8) PVXaM)  + />(r)V

= rP(t)Vt,( fl#( 0 )  + * ,(* )• Vi.

P(t) is the price for a unit of organisms, and 
Ri(t) is the rental rate of a marginal unit of 
resource (for example, land) required to sup-
port another unit of organisms. Organisms will 
be harvested along a time path where the mar-
ginal benefits of waiting an extra moment to 
harvest are equated with the marginal costs. 
The marginal benefits of waiting, the left-hand 
side of (8), arise from additional growth in the 
organism, Vi, and changes in price, P. Of 
course, if prices are declining, the marginal 
benefits of waiting are reduced. The marginal 
costs of waiting, the right-hand side of (8), 
include the opportunity costs of delaying har-

vests and using the resource for one more pe-
riod. Note, for example, if land remains in 
forestry, (t) is the marginal opportunity cost 
of delaying future rotations.

Investments in future stock, G, (r), require 
that future marginal benefits just offset the 
marginal cost. The marginal benefits are sim-
ply the present value of future revenue that is 
expected when the new stock matures and is 
harvested. The marginal cost is the establish-
ment cost, Pi , plus any resources needed to 
maintain the stock during its lifetime. The de-
cision must satisfy the following first-order 
condition:

(9) Pi + [  [Ri(mi)e-rm>]dmi 
*''0

= P(tf )Vi{tf - t o ) e - rit^  Vi.

The impact of ecological change is calcu-
lated by comparing the present value of the 
stream of S( •) in the baseline case without the 
change to the same measure with the ecolog-
ical change scenario. Given some forcing 
factor which alters species growth rates, mor-
tality, the cost of regeneration, or the under-
lying opportunity cost of land (by affecting the 
incomes from alternative uses), the optimal 
dynamic path for the resource is recalculated. 
Comparing the present value of net welfare 
with and without the change provides a careful 
measure of large-scale ecological change.

The formulation above incorporates changes 
in other outputs, Z ( t) ,  which may accom-
pany the resource in question. In practice, 
however, the vector Z (t)  is often indepen-
dent from the resource in question, so that it 
can be safely ignored. In cases where that is 
not appropriate, one needs to explore the use 
of a general equilibrium model to properly 
capture interactions across sectors (Joel D. 
Scheraga et al., 1993).

B. Modeling U.S. Timber Markets

In this section, we show how the general 
model can be applied to measure how climate 
change would affect U.S. timber markets. 
The principle of optimal forest management 
(Martin Faustmann, 1968; Paul A. Samuelson,
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1976) is to maximize the net present value of 
future income over an infinite cycle of forest 
rotations. Faustmann analyzed a steady-state 
condition with constant prices and rotation 
lengths over time. In steady state, (8) simpli-
fies to:

(10) PVi = rPV'ia^ + R, V/.

Trees should be harvested when the marginal 
benefit of waiting, the value of annual tree 
growth, is equated to the marginal cost of wait-
ing, the opportunity cost of the stock and the 
land. Extending this formula to dynamic prices 
and rotations (Brazee and Mendelsohn, 1990) 
leads to (8).

In timber markets, harvesting trees— one 
product of an ecosystem — involves com-
pletely removing individual organisms from 
the land. Although new trees can be grown to 
replace the missing individual, they must be-
gin again at age zero. Because annual tree 
growth declines steadily with age (modeled by 
a concave yield function), given an age dis-
tribution of trees of a particular specie type, 
the optimal tree to harvest is the oldest mem-
ber (Terry Heaps, 1984). The timber market 
model assumes that the oldest member is se-
lected first.

The dynamic model of Brazee and 
Mendelsohn considers only a single species. 
In practice, however, there are many species 
from which the forest industry can select. The 
timber market model in this paper optimizes 
harvests across multiple species simulta-
neously. The model assumes that (8) is bind-
ing for all species being harvested at any 
moment, t.

In addition to harvesting, the model makes 
regeneration decisions each period. Because 
all species take several decades to grow to ma-
turity and some take almost a century, this is 
a long-term decision. Making this decision in 
a dynamic model with such long foresight is 
clearly problematic. In the sensitivity analysis, 
we consequently examine an imperfect fore-
sight scenario. With perfect foresight, the de-
cision maker, at time /0, follows (9) in making 
her regeneration decisions.

With competitive land markets, the annual 
land rental costs should equal the interest rate 
times the present value of future net income.

The present value of future net income 
changes as future prices and rotation ages 
change. If prices are rising over time, for ex-
ample, the net present value of the land will 
increase as well, and Rj(t) will increase. The 
stream of rental prices is consequently endog-
enous and cannot be treated as a constant dur-
ing the period of transition.

Another problem with a long-term dynamic 
model is defining terminal conditions. An ar-
bitrary future state could be imposed by fixing 
future demand levels and stock sizes. The sys-
tem of equations described by (1), (2), (8), 
and (9) would eventually resolve to a steady- 
state Faustmann condition given this future 
state (Peter Berck, 1981; Heaps, 1984). The 
limitation of this approach is that the terminal 
conditions are arbitrary. In order to minimize 
the impact of choosing the wrong terminal 
conditions, we choose a terminal state that oc-
curs very far in the future. Because current ac-
tions are not sensitive to conditions far into the 
future, the choice of future condition has little 
impact on the net present value of welfare. The 
terminal conditions are discussed more thor-
oughly at the end of Section II.

C. Modeling Ecological Change: The 
Impact of Climate Change on U.S. Forests

The impact of exogenous forces on ecosys-
tems most often depends on the specific ex-
ample considered. In this paper, we focus on 
the predicted impacts of climate change on 
U.S. forests, and consequently timber markets. 
This allows us to pay careful attention to the 
specific predictions of scientists. Forest ecol-
ogists generally predict that climate change 
will alter long-run growth rates and species lo-
cation. However, they disagree about the dy-
namics of this process. Some argue that 
climate change will temporarily increase mor-
tality (dieback). Trees will adjust to changing 
conditions by dying out prematurely and being 
gradually replaced. Others argue that climate 
change will affect only the ability of plants to 
regenerate in certain regions. Because the dy-
namic path of ecosystems is uncertain, we ex-
amine both dieback and regeneration as 
alternatives.

As carbon dioxide increases and climate 
changes, the growth rates of existing trees may
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gradually change. Over time, this slowly af-
fects the size of the stock. Suppose for exam-
ple that climate change affects the annual 
growth of a tree through the function, 
Oi(n(t))y which relates a climate forcing fac-
tor, n (0 ,  in time t to annual growth. The forc-
ing factor relates C 0 2 concentrations to 
climate in time t. Annual growth becomes:

( 11 )  V ) ( a , ( f ) , 0 , ( « ( O ) )

= Vi.

The size of a tree at time t is therefore:

(12) V, (a ,( /) , 0, (n( t ) ) )

MO
= V,(a,( 0 ) 0 , (n(O)dt  Vi.

The size depends upon the historic influence 
of the forcing factor on the growth rate in each 
past period. The forcing factor has a unique 
impact on trees of different ages, and the im-
pact is further complicated because 0,-(n(t)) 
changes over time. A gradual forcing factor 
which has been in place for only a short time 
will tend to have only a minimal initial impact 
because it takes many years to alter stock size.

The change described in equation (12) will 
affect (8) and thus alter the harvest rate of 
each species. Accounting for these effects, 
equation (8) can be rewritten (see Appendix)

(13) P V i(fl,(0 ,fl,-(n (0 ))

= rP(0Vi( f l<( 0 , f t ( » ( 0 ) )

+ Ri{t, Oj(n(t)))  Vi.

In (13), changing growth rates directly affect 
the marginal benefit of waiting and gradually 
alter the opportunity cost of waiting as well. 
Because both marginal benefits and costs of 
waiting adjust over long periods of time, (13) 
leads to a complex harvest adjustment relative 
to the general baseline case.

Increased mortality, dieback, is caused 
when climate change adjusts the boundaries
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of ecosystems, leaving standing trees in the 
wrong climate (H. H. Shugart et al., 1986; 
Ronald P. Neilson et al., 1992). Under the 
dieback hypothesis, existing trees in the 
wrong climate die. The only option for the 
timber market is to salvage the dying trees. 
While ecological change could be expressed 
in a stochastic model, we adopt a determin-
istic model for tractability using a certainty 
equivalence approach. Given annual the 
mortality rate from dieback, 6i(n(t))  due to 
a forcing factor n (r) , the expected yield of 
an organism in year / for trees alive at the 
beginning of this year is

(14) EVt { 0 =  (1 - 6 / ( / i ( 0 ) ) V i ( 0

+ ft(n(0)y,-v;-(o Vi.

where y( is the fraction of timber that dies back 
which can be salvaged. This change in mar-
ginal conditions affects the optimal harvest de-
cision (see Appendix):

d5) pv,(fl,(o)+p(ov;-

= ( r + ( l  - y , ) < 5 , ( n , ( 0 ) )  

XP(t)V, (a, (  0 )

+ Ri ( t ,6i (n( 0 ) )  Vi.

/?,■(*, <5, ( n ( t ) ) )  reflects the fact that the 
value of land will be altered during climate 
change. With dieback, the cost of waiting 
has increased because the delay may entail 
loss of some stock. This causes the model to 
harvest stocks which are threatened by die-
back earlier. This is an important adaptation 
because it limits the magnitude of realized 
dieback by harvesting trees before they 
die. D ieback also affects the decision to 
plant. Rewriting equation (9) to account for 
cumulative mortality (see Appendix), the 
decision to regenerate becomes

(16) 0i + f  [e _w,,\K(m(-, <5(n(m,)) ) ] dm,

= P(r/ )V,(r/ -  Vi.
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Dieback reduces the marginal benefit of re-
planting species which will be subject to mor-
tality problems today. This encourages forest 
owners to consider trees which are more suit-
able for future conditions. By replacing old 
species with new, more appropriate species, 
this market adaptation hastens the transition to 
a new ecosystem and mitigates some of the 
harmful economic impacts of dieback. How-
ever, with long-lived species, this adaptation 
calls for considerable foresight about the fu-
ture path of climate change. It is important to 
consider how much foresight one can expect 
landowners to possess in this case. We con-
sequently explore two alternatives: perfect 
foresight where landowners predict the future 
with accuracy, and imperfect foresight, where 
they make these adjustments only slowly.

The alternative dynamic pathway for eco-
logical change has climate change affect only 
regeneration. Existing trees often survive well 
out of their natural range once they are estab-
lished. Instead of relying on dieback, ecosys-
tems may change because trees cannot 
regenerate in areas in which they are poorly 
suited. Competitive processes favor a new set 
of species better adjusted to the new ecological 
conditions. If left to natural forces alone, such 
an adjustment from the original stock to the 
new stock may take decades, if not centuries, 
due to the slow speed of many underlying mi-
gratory and competitive processes.

Even under the regeneration hypothesis, ad-
aptation should still occur. Landowners con-
sidering new plantations should use (9) to 
determine which species will maximize pres-
ent value. By selecting species which will 
adapt to new future conditions, the market can 
speed ecological adjustments. The benefits of 
this rational expectations planting process, 
however, are felt only in the distant future 
since it takes many decades for the trees to 
reach maturity.

Thus, both nature and humans will adapt to 
changing ecological conditions. With slowly 
changing growth rates, harvest decisions will 
be altered subtly at the margin causing har-
vests to shift over time. With dieback, the eco-
nomic system moves away from vulnerable 
situations and causes a fairly rapid adjustment 
to more stable conditions. By influencing re-
generation to favor species of higher value, the

system speeds adjustment towards desirable 
new conditions.

This complex dynamic adjustment of eco-
systems cannot be captured by simple steady- 
state comparisons. Figure 1 illustrates this 
point with four plausible cases of ecological 
change. All four paths have the same initial 
and final steady-state prices so that a compar-
ison of the before and after steady-state con-
ditions would imply an equal change in 
welfare. Prices, however, follow a very differ-
ent path in each case. In case (a),  massive die-
back, with no salvage and slow regrowth, 
causes prices to jump quickly to very high lev-
els and to decline only slowly as stocks re-
grow. In case (b),  dieback occurs slowly so 
prices increase slowly. Case (c) assumes that 
future growth is slowly reduced. This encour-
ages shorter rotation lengths, causing an initial 
increase in harvests, followed by ever smaller 
harvests. Case (d) involves slow dieback with 
high salvage harvests leading to temporary 
low prices and long-term high prices. Depend-
ing on the timing of high and low prices, these 
alternative paths would yield entirely different 
welfare impacts and yet the steady-state com-
parison would predict they all had the same 
value.

II. Empirical Example

Estimating the impact of climate change on 
timber markets requires linking information 
from natural science models with an empirical 
economic model. This set of models is listed 
in Table 1. We begin with two steady-state 
predictions of the effect of doubled C 02 on 
climate in the United States, given by the 
models listed in Panel A. The three biogeo- 
graphical models (Panel B) and three biogeo- 
chemical models (Panel C) are then used to 
predict nine steady-state ecological conse-
quences for each of these climate scenarios 
(VEMAP Members, 1995). These steady- 
state results are converted to dynamic re-
sponses by first assuming a pathway for 
climate change, and then using the ecological 
literature to develop two dynamic ecosystem 
responses (dieback and regeneration in Panel 
D) to the path of climate change. This results 
in a set of 36 ecological responses [(two 
steady-state climate responses) X (nine
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F i g u r e  1. P o t e n t i a l  D y n a m i c  P a t h w a y s  o f  t h e  P r i c e  o f  a  N a t u r a l  R e s o u r c e  A s s e t  D u r i n g  
a  T r a n s i t i o n  i n  R e s p o n s e  t o  E x o g e n o u s l y  C h a n g i n g  F o r c i n g  F a c t o r s

Note: Path (a) assumes a massive diebaek followed by gradual regrowth; path (b) assumes slow dieback and gradual 
regrowth; path (c) assumes gradual species change; and path (d) is a slow dieback with a high conversion of dead stock 
to markets.

steady-state ecosystem responses) X (one 
dynamic climate scenario) X (two dynamic 
ecosystem change scenarios)], which are in-
troduced into the economic models described 
in Section I. The causal chain of events is from 
C 02 emissions to climate change to ecological 
change to economic impacts on timber mar-
kets. Although there is a small feedback from 
the storage of carbon in forests and industrial 
products back to the climate model, we do not 
model this effect in this paper.1

This study focuses on measuring the impact 
of an effective doubling of atmospheric con-
centrations of carbon dioxide, allowing us to 
compare our results with past studies. This 
scenario requires us to examine a policy which 
stabilizes concentrations of carbon dioxide at 
660 ppmv. General circulation models predict 
that climates across the world will change 
in response to such increases. We rely on

1 Sohngen et al. (1996) utilize the two sensitivity sce-
narios in this paper to measure forest carbon flux in the 
United States, rather than welfare effects. That study sug-
gests that forests may be sources or sinks of atmospheric 
carbon during climate change, depending on the exact eco-
logical changes predicted.

the United Kingdom Meteorological Office 
(UKMO) (C. A. Wilson and J. F. B. Mitchell, 
1987) and Oregon State University (OSU) 
(Michael E. Schlesinger and Z. C. Zhao, 
1989) general circulation models to predict 
how climates will shift in 0.5 by 0.5-degree 
grid cells in the United States.2 The climate 
models make different predictions across the 
country and across seasons for multiple cli-
matic variables (temperature, precipitation, 
cloud cover, etc.) for each grid cell. On aver-
age, the OSU model predicts changes of 
+3.0C temperature and +3.0 percent precipi-
tation, while the UKMO model predicts 
changes of +6.7C temperature and +15 per-
cent precipitation. While these averages sug-
gest that UKMO is more severe, the two

2 Sohngen (1996) uses the methods of this paper to 
explore a wider range of climate scenarios. The qualitative 
results are robust, although the quantitative results gen-
erally change in proportion to the magnitude of the pre-
dicted temperature and precipitation change. Some 
exceptions occur, however, depending on the spatial dis-
tribution of the changes predicted by the general circula-
tion models. Differences occur where regional changes in 
climate have significant impacts on the most valuable 
species.
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Ta ble  1— Mo del s  Us e d  in  t h e  Ana lys is

Models Acronym

A. General circulation models

United Kingdom Meteorological Office (Wilson and Mitchell, 
1987)

Oregon State University (Schlesinger and Zhao, 1989)

UKMO

OSU

B. Biogeographical models

Dynamic Global Phytogeography model (F. Ian Woodward et 
al., 1995)

BIOME2 (I. Colin Prentice et al., 1992)
Mapped Atmosphere-Plant Soil System model (Neilson et al., 

1992)

DOLY

BIOME2
MAPSS

C. Biogeochemical models

Terrestrial Ecosystem Model (Jerry M. Melillo et al., 1993) 
BIOME-BioGeochemical Cycles model (Steven W. Running 

and Joseph C. Coughland, 1988)
Century model (William J. Parton et al., 1988)

TEM
BIOME-BGC

Century

D. Dynamic climate change scenarios

Dieback
Regeneration

scenarios differ in a number of other ways, 
including the spatial and seasonal distribution 
of temperature and precipitation change. Note 
also that the best guess of climate scientists 
today is that greenhouse gases would cause a 
warming of only 2C by 2100 (Houghton et al.,
1996).

The ecological models in this analysis rely 
on climate norm als— long-term average 
weather. Although ecosystems are sensitive to 
changes in interannual variation or weather ex-
tremes, there is little agreement in the climate 
community about how greenhouse gases 
would change climate variation (Houghton et 
al., 1996). We consequently do not explore 
the impact of changes in variation or weather 
extremes in this analysis.

Following the predictions of climate scien-
tists (Houghton et al., 1996), we assume that 
temperature and precipitation will change lin-
early from current levels in 1990 to the dou-
bled C 0 2 equilibrium levels by 2060 in each 
grid cell. In terms of our climate forcing factor, 
this entails a linear path for n(t).  Some grid 
cells will experience increases in temperature 
or precipitation, while others will experience

decreases. We assume that greenhouse gas 
policy will stabilize climates at this new equi-
librium.3 Clearly, if no control policy is un-
dertaken, the concentration of greenhouse 
gases will continue to rise beyond a doubling 
leading to ever larger climate changes. Be-
cause expansion of concentrations well be-
yond 660 ppm would be the result only of 
policy decisions made well in the future, we 
do not examine these potential outcomes in 
this paper. In principle, however, the model 
could be extended to explore concentrations 
well beyond 660 ppm.

An international team of ecologists, known 
as the Vegetation/Ecosystem Modeling and 
Analysis Project (VEMAP Members, 1995), 
evaluated ecological response to the new equi-

3 More recent evidence from Houghton et al. (1996) 
suggests that climates and ecosystems will continue to 
change beyond the year 2100. We explore longer-term cli-
mate changes with sensitivity analysis, but we are limited 
to scenarios where greenhouse gas concentrations are dou-
bled due to the general circulation models utilized for the 
ecosystem analysis.
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librium climates predicted by each general cir-
culation model.4 This project combined two 
types of models: biogeochemical and biogeo- 
graphic (see Table 1 ). Biogeochem ical 
models compute what would happen to the 
biological productivity of each ecosystem 
type. Biogeographic models predict how eco-
system types (biomes) might shift across the 
landscape. Because biomes have different pro-
ductivity responses, these two types of models 
were combined to produce a single prediction 
of outcomes. The three biogeochemical and 
three biogeographic models used by VEMAP 
Members (1995) were used here to reflect the 
diversity of opinion in the quantitative ecolog-
ical community. Combining a biogeochemical 
and a biogeographical model for each ecolog-
ical prediction yields nine ecological predic-
tions for each climate scenario.5

Figures 2 -5  present a set of steady-state 
(2060) biogeographical results for the current 
and the UKMO climate scenarios. We have 
aggregated the broad regional ecosystem types 
of the original ecological models into four tim-
ber types: loblolly pine, Douglas fir, white 
pine, and ponderosa pine.6 Figure 2 presents 
the distribution of ecosystems in the United 
States under the present climate. Figures 3 -5  
present the new steady-state distributions pre-
dicted by each biogeographical model for this

4 The Vegetation/Ecosystem Modeling and Analysis 
Project is a multiple-party effort to assess the sensitivity 
of terrestrial ecosystems and vegetative processes to cli-
matic change (VEMAP Members, 1995). This project 
was designed for two purposes. The first was to combine 
a set of different ecological models to get a sense of the 
range of ecosystem predictions which are possible for a 
given climate scenario. The second was to provide a rich 
source of data for economic (and other) analysis such as 
contained in this paper.

5 The acronyms used to name the models in the text 
and tables allow us to differentiate the 36 ecological out-
comes predicted by the models used. Both acronyms and 
references for each model used in this analysis are pre-
sented in Table 1. An overview of all six models and their 
climate predictions can be found in VEMAP Members
(1995).

6 Warm temperate, southern mixed forests are repre-
sented by a loblolly pine yield function; maritime temper-
ate coniferous forests are represented by a Douglas fir 
yield function; cool temperate and boreal forests are rep-
resented by a white pine yield function; and continental 
temperate coniferous forests are represented by a ponde-
rosa pine yield function.
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specific doubled C 0 2 climate scenario. Al-
though at first glance, these results suggest that 
loblolly pines will expand northward, the un-
derlying climate model (UKMO) predicts 
higher temperatures and lower precipitation in 
the central-southern United States. The effect 
in Figures 3 -5  is a large loss of existing lob-
lolly pine stands.

The geographic changes vary by ecological 
model but all three biogeographical models 
predict a shift from northern white pines to 
southern loblolly pines (see Table 2). Panel 
A in Table 2 shows the predicted relative size 
of biomes after climate change compared to 
their current size for the three biogeographi-
cal models. Because loblolly pines are far 
more productive, the expansion of loblolly 
pines increases long-term timber supply. The 
biogeographical models also predict an ex-
pansion of the Douglas fir region in all cases 
except with the Mapped Atmosphere-Plant 
Soil System (MAPSS) model under the more 
severe UKMO climate scenario. Panel B pre-
sents predictions of the proportion of land 
currently in forests that shifts out of one bi- 
ome and into something else during climate 
change, including other forest types and 
nonforestland.

The biogeochemistry models, in turn, are 
used to predict the ecosystem productivity of 
each biome. For each climate scenario, these 
models predict either increases or decreases in 
ecosystem productivity for each biome (Table 3). 
Because climate change will entail changes in 
both the distribution of biomes and their pro-
ductivity, the changes in productivity in Table 
3 are based on predicted changes in biome dis-
tribution from the three biogeographical mod-
els listed at the top of Table 3. The Terrestrial 
Ecosystem Model (TEM) (Panel A) predicts 
productivity increases in every forest type, 
Century (Panel B) predicts both gains and 
losses, but Biome-BioGeochemical Cycles 
(BIOM E-BGC) (Panel C ) under the more 
severe UKMO scenario predicts large produc-
tivity reductions. This range of outcomes in 
the ecological models is reflected in the final 
economic results as well.

For each long-term equilibrium scenario, we 
explore two dynamic ecological pathways: 
dieback and regeneration. In the dieback sce-
nario, all trees which shift from one biome to
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Figu re  2. Cu r r e n t  Po t e n t i a l  Geo g ra ph ic  D is t r ib u ti o n  o f  Ec o s y s t e m  T y pe s  B a s e d  o n  A u g u s t  Kuc h le r  (1975)

another are assumed to die in the decade that 
the biome shifts. As can be seen in Table 2, 
the northern white pine and Rocky Mountain 
ponderosa pine regions will change a great 
deal under climate change. These large area 
changes imply high mortality rates under the 
dieback scenario while climate is changing.

In the regeneration scenario, biome changes 
do not kill trees but merely affect the speed of 
regeneration. Once trees are harvested, either 
the market will plant new species which are 
adapted to the new conditions or nature will 
slowly regenerate these lands. Acres which 
shift across biomes are assumed to take longer 
to regenerate naturally.

Each of the 36 dynamic ecosystem adjust-
ment paths are then introduced into the eco-
nomic model. Yield functions for the timber 
types associated with each biome type are 
taken from the forestry literature.7 Species

growth rates are assumed to change propor-
tionally with ecosystem productivity as in 
equation (11). The complex spatial configu-
ration of existing stands are aggregated into an 
aggregate inventory by age for each species 
type. This inventory is grown over time using 
the spatial growth patterns dictated by the eco-
logical models.

The economic model chooses harvests and 
replanting quantities to fit the first-order con-
ditions (8) and (9). In addition, the model 
equates demand and supply each period. 
That is, we assume all harvested timber is 
consumed in the same period. Although it is 
technically possible to store timber once har-
vested, it is far more attractive to store tim-
ber in the forest where it continues to grow 
and is subject to a lower risk of degradation. 
Demand is assumed to have the following 
form:

7 The loblolly pine yield function comes from Francis 
X. Schumacher and Theodore S. Coile (1960); Douglas 
fir yield is found in Richard E. McArdle et al. (1949); 
white pine yield is found in Suren R. Gevorkiantz and 
Raphael Zon (1930); and ponderosa pine is found in 
Walter H. Meyer (1938).

(17) 2 ( 0 = 1 9 9 *
/  Population, \  

\Population]990 )

-  46* l n ( P ( 0 )

+ 28* l n (  MGD).
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F igu re  3. BIOME2 B i o g e o g r a ph i c a l  Mo d e l  (P re n tic e  et  a l ., 1992) Pre d ic t io n  o f  Po t e n t i a l  Ec o s y s t e m  
D ist r ib u t i o n  U n d e r  t h e  UKMO Ge n e r a l  C ir c u l a t io n  Mo d e l  Do u b l e d  C02 Sc e n a r io

Demand shifts outward over time in response 
to population and manufacturing GDP (MGDP) 
growth. Manufacturing GDP shifts out exoge-
nously at 1.5 percent annually. Initially popula-
tion is assumed to grow 1.0 percent per year. 
The U.S. Bureau of the Census (1993) suggests 
that fertility rates will decline in the United 
States in the future, so we assume that popula-
tion growth declines steadily to 0 percent by 
2200. Price and manufacturing GDP elasticity 
were estimated from historical data for the pe-
riod 1952 to 1988 (Darius M. Adams et al., 
1988). Price elasticity of demand in (17) is 
— 1.26, and the elasticity of manufacturing GDP 
per capita is 0.75. Demand is defined in terms 
of net domestic consumption of timber products 
(total demand minus net imports). We assume 
throughout the analysis that net imports do not 
change. This assumption will be relaxed in fu-
ture studies which will take into account impacts 
around the world and trade. The ecological re-
sults upon which we rely in this study, however, 
are only available for the United States. The real 
interest rate is assumed to be 5 percent. Because 
the impacts of climate change are in the future, 
the magnitude of the present value of effects is

sensitive to the choice of interest rates. However, 
sensitivity analyses on the interest rate indicate 
that the qualitative results are robust (Sohngen,
1996).

Two management intensity levels are also in-
cluded in the model. Intensively managed lands, 
plantations, receive high investment levels from 
replanting and thinning. Low-management in-
tensity lands are more marginal timber areas 
which are likely to be regenerated naturally. 
High-intensity land classes are assumed to be 
managed to maximize the present value of tim-
ber net income. These landowners harvest ac-
cording to the dynamic harvest and regeneration 
equations above. Low-intensity landholders, 
however, do not appear to follow Faustmann cri-
teria, as they are observed to hold many acres of 
overmature timber. We assume that low- 
intensity landholders respond to market condi-
tions depending upon prices by harvesting when 
they observe a period of high prices. The low- 
intensity lands are assumed to generate an up-
ward-sloping harvest supply function for each 
timber type.

During climate change, high- and low-intensity 
lands are assumed to respond differently. After
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F igu r e  4. DOLY B io g e o g r a ph ic a l  Mo d e l  (W o o d w a r d  et  a l ., 1995) Pre d ic t io n  o f  Po t e n t i a l  Ec o s y s t e m  
D is t r ib u ti o n  U n d e r  th e  UKMO G e n e r a l  C ir c u l a t io n  Mo d e l  Do u b l e d  C 0 2 Sc e n a r io

la n d  d ie s  b a c k  a n d  c o n v e r ts  f ro m  o n e  b io m e  
to  a n o th e r , fo r  e x a m p le ,  h ig h - in te n s i ty  la n d  
w ill b e  re g e n e ra te d  q u ic k ly  w ith  th e  n e w  s p e -
c ie s  a c c o rd in g  to  e q u a t io n  ( 9 ) .  L o w - in te n s i ty  
lan d , w ith  its  r e l ia n c e  o n  n a tu ra l  re g e n e ra t io n ,  
h o w e v e r ,  is  a s s u m e d  to  r e g e n e r a t e  s lo w ly  
w h e n  b io m e s  s h if t .8 In  a d d it io n , w e  a s su m e  
th a t  sa lv a g e  ra te s , y , , a re  75  p e rc e n t  o n  h ig h -  
in te n s ity  la n d  a n d  5 0  p e rc e n t  o n  lo w - in te n s i ty  
lan d .

A  s h o o t in g  a lg o r i th m  is  u se d  to  s o lv e  fo r  
e q u il ib r iu m  p r ic e s  a n d  h a rv e s ts  in  e a c h  t im e  
p e r io d . B e g in n in g  w ith  a n  in it ia l  s to c k  a n d  
p r ic e , th e  a lg o r i th m  p re d ic ts  h a rv e s t  a g e  a n d  
re g e n e ra t io n  in  h ig h - in te n s i ty  la n d , h a rv e s t  
q u a n ti ty  f ro m  lo w - in te n s i ty  la n d , a n d  p r ic e  
a c c o rd in g  to  th e  f i r s t -o rd e r  c o n d it io n s  in  ( 8 )  
a n d  ( 9 ) ,  u p w a rd - s lo p in g  s u p p ly  f u n c tio n s  fo r  
t im b e r  f ro m  lo w - in te n s i ty  la n d , a n d  th e  d e -
m a n d  e q u a t io n  in  ( 1 7 ) .  W e  a ls o  a llo w  fo r  
s h i f t s  b e tw e e n  l o w - i n t e n s i t y  a n d  h ig h -

s We use three different lags, 10 years in loblolly pines, 
20 years in white pines, and 30 years in ponderosa pines 
and Douglas fir.

in te n s i ty  la n d  in  r e s p o n s e  to  p r ic e .  A s  p r ic e s  
in c r e a s e  ( d e c r e a s e ) ,  m o re  ( l e s s )  b a r e  la n d  
w il l  c o n v e r t  to  h ig h - in te n s i ty  m a n a g e m e n t.  
W h e n  s c e n a r io s  o f  e c o s y s te m  c h a n g e  a re  c o n -
s id e r e d ,  e q u a t io n s  ( 1 3 )  o r  ( 1 5 )  r e p la c e  ( 8 ) ,  
a n d  e q u a t io n  ( 1 6 )  r e p la c e s  ( 9 ) .

T h e s e  e q u a t io n s  d e f in e  a  fa m ily  o f  p r ic e  
p a th s . T h e  o p t im a l  p a th  o u t  o f  th e se  m a n y  p o s -
s ib i l i t ie s  is  th e  o n e  th a t  le a d s  f ro m  th e  in itia l 
p r i c e  a n d  h a r v e s t  to  th e  s t e a d y  s ta te .  T h e  
sh o o t in g  a lg o r i th m  s e a rc h e s  o v e r  a se t o f  in i -
tia l  p r ic e s  fo r  o n e  th a t  m o v e s  th e  s y s te m  in to  
th e  n e w  s te a d y  s ta te  in  th e  fu tu re . I f  th e  in itia l 
p r ic e  c h o se n  is  lo w e r  ( h ig h e r )  th a n  th e  o p tim a l 
in i t ia l  p r ic e , th e  p r ic e  p a th  u n d e rsh o o ts  ( o v e r -
s h o o ts )  th e  s te a d y  s ta te . M o s t  p a th s  c a n  b e  d is -
m is s e d  q u ic k ly  b e c a u s e  p r ic e s  sh o o t o f f  to  
in f in ity  o r  to  0. A s  w e  g e t  c lo s e r  to  th e  o p tim a l 
in i t ia l  p r ic e , it ta k e s  m o re  a n d  m o re  p e r io d s  to  
d e te rm in e  i f  w e  h a v e  u n d e r -  o r  o v e r s h o t  th e  
s te a d y  s ta te .  W e  d e te rm in e  a  p r ic e  g u e ss  as 
“ o p t im a l”  i f  th e  m o m e n t  w h e re  u n d e r -  o r  
o v e r s h o o t in g  th e  s te a d y  s ta te  is so  fa r  d is ta n t  
th a t  i t  h a s  n o  im p a c t  o n  o u r  m e a su re  o f  w e l-
fa re . In  g e n e ra l,  m o d e l ru n s  o f  2 2 0  y e a rs  w e re  
s u f f ic ie n t  to  e s t im a te  w e lfa re .
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Fig ur e  5. MAPSS B io g eo g r a ph ic a l  Mo d e l  (N ei lso n  et  a l ., 1992) Pr e d ic ti o n  o f  Po t e n t ia l  Ec o sys te m  
D is tri bu tio n  Un d er  t h e  UKMO Gen e r a l  C ir c u la ti on  Mo d e l  Do u b l e d  C 0 2 Sc en a r io

III. Results of Analysis

In order to characterize the welfare impact 
of the ecological changes, a baseline case 
without climate change is developed. The 
baseline case includes growth in manufactur-
ing GDP and population as described above. 
Timber types are constrained to exist within 
the area predicted by the baseline ecological 
model shown in Figure 2. Prices, harvest quan-
tities, rents, and planting are then calculated 
for each year. Demand grows faster than sup-
ply in the baseline scenario, so real prices 
climb over time even without climate change 
(Figure 6).

The dynamic ecological changes are then 
linked to the economic model using the same 
predictions in manufacturing GDP and popu-
lation growth, so that yearly changes in timber 
harvest can be predicted for each of the 36 
ecological scenarios. Market prices, quantities, 
regeneration rates, and rental rates are calcu-
lated each year. The results indicate that cli-
mate change is expected to expand aggregate 
timber supply in the long run under all 36 sce-
narios. Four of these scenarios are illustrated

in Figure 6, which shows that climate change 
reduces prices below the baseline in all cases. 
Although some of the scenarios entail produc-
tivity reductions on each acre for a given spe-
cies, the geographic expansion of the highly 
productive loblolly pines overwhelms produc-
tivity reductions. Figure 6 illustrates this for 
the MAPSS & BIOME-BGC dieback and re-
generation scenarios, where timber yields per 
acre decline (Table 3), but long-term prices 
are lower than in the baseline.

Comparing the net present value of the fu-
ture stream of S ( - )  for each climate scenario 
with the baseline reveals a welfare gain under 
all 36 scenarios (see Table 4). Panel A in Ta-
ble 4 presents the results for the dieback dy-
namic ecological change scenario, and Panel 
B presents results for the regeneration sce-
nario. The present value of benefits range from 
$1 to $33 billion. The average benefits are 
slightly higher under the milder OSU scenario 
($22 billion) than under the more severe 
UKMO climate scenario ($18 billion). Bene-
fits are lower under the UKMO scenario be-
cause warmer and drier predictions for a large 
area of the U.S. South causes the existing
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Tabl e  2— St e a d y -Sta t e  Ec o sys te m  Ch a n g es  for  Th r ee  B io g eo g r a ph ic a l  Mod el s  Usin g  
th e  Two Gene ra l  C irc u la ti on  Mo d e l  C li m a t e  Res ults

DOLY BIOME2 MAFSS

Lob-
lolly
pine

Douglas
fir

White
pine

Pon-
derosa
pine

Lob-
lolly
pine

Douglas
fir

White
pine

Pon-
derosa
pine

Lob-
lolly
pine

Douglas
fir

White
pine

Pon-
derosa

pine

A. Relative size

UKMO 1.98 1.48 0.22 0.37 1.81 2.47 0.10 0.43 1.54 0.55 0.26 1.13

OSU 1.65 1.11 0.77 0.20 1.61 1.07 0.50 0.99 1.64 0.98 0.46 1.88

B. Shifting 
proportion

UKMO 0.04 0.05 0.84 0.89 0.35 0.07 0.93 0.87 0.31 0.56 0.94 0.26

OSU 0.01 0.11 0.50 0.87 0.11 0.02 0.71 0.35 0.00 0.21 0.81 0.29

Notes: “ Relative size”  is the ratio of the final steady-state forest area divided by the area of the initial steady state. “ Shifting Proportion" 
is the proportion of the initial steady-state forest area that shifts out of the type and into something else, calculated as the area of forestland 
that converts to something else divided by the initial steady-state area. Changes for the DOLY, BIOME2, and MAPSS models with the 
UKMO climate scenario correspond to Figures 3 -5 .

range of loblolly pines to shrink. This suggests 
that U.S. timber markets will be slightly better 
off with a mild warming ( average of 3C) com-
pared to a more severe warming (average of 
6C ). However, one must be careful comparing 
the OSU and UKMO scenarios because they 
not only vary in severity but also in the spatial 
and seasonal patterns of climate change.9

Another interesting result in Table 4 is that 
the average welfare value under regeneration 
($21 billion) is only slightly higher than under 
dieback ($18 billion). Given that over 80 per-
cent of two regions were vulnerable to die-
back, one might have expected far more severe 
outcomes under the dieback scenario. Three 
factors can explain why dieback is not more 
costly. First, the two most vulnerable regions 
to dieback, the North and the Rocky Moun-
tains, entail low-valued species. Second, har-

9 The timber market consequences of larger C 0 2 forc-
ings for the United States is unclear for three reasons. 
First, the effect of larger future changes on current prac-
tices is unclear due to the role of discounting. Second, 
while the southern range of loblolly pine may decrease, 
the northern range may continue increasing. Finally, evi-
dence from other regions suggests that subtropical regions 
are well suited to fast-growing plantations, and the south-
ern United States may readily adapt to using these species 
during climate change.

vests carefully avoid the worst of dieback by 
removing trees prior to mortality and through 
salvage. Third, regeneration allows these vul-
nerable forests to adapt quickly to climate 
change by planting more productive suitable 
species more quickly. For example, under die-
back, the low-productivity northern forests are 
replaced more quickly by loblolly pines than 
under the regeneration scenario. These factors 
mitigate the damages caused by the dieback 
dynamics.

The results from the VEMAP ecological 
models are noticeably more optimistic than 
earlier regional models. The major reason for 
this is that the new models are more compre-
hensive so that the loss of some forest types 
due to climate change is balanced by the gain 
of other forest types. Regional studies that 
concentrate on how local species would strug-
gle with new climate conditions often fail to 
anticipate this compensating effect. For ex-
ample, the U.S. Environmental Protection 
Agency analysis focused on the decline of 
northern species through dieback (Smith and 
Tirpak, 1989). While dying northern forests 
look horrendous in isolation, the gradual re-
placement of low-productivity hardwoods by 
high-productivity loblolly pines is actually 
beneficial. This biome shift increases overall 
timber supply and increases net surplus rela-
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T a b le  3—Pe r c en t ag e  C han ge  in  St e a d y -St a t e  Ec o sy st e m  Pr o du c ti v it y  (T imber  Yie ld ) Predict ed  by  
B io Ge o c h em ic a l  Mod el s  f or  Each  B iom e  Type

Biogeographical model

DOLY BIOME2 MAPSS

Lob-
lolly
pine

Douglas
fir

White
pine

Pon-
derosa
pine

Lob-
lolly
pine

Douglas
fir

White
pine

Pon-
derosa
pine

Lob-
lolly
pine

Douglas
fir

White
pine

Pon-
derosa

pine

A. TEM

UKMO 14 34 29 50 16 31 7 26 28 47 14 39

OSU 32 33 19 29 37 43 10 18 40 32 (2) 36

B. Century

UKMO (5) (14) 7 18 (3) (4) (4) 14 7 (13) (6) 19

OSU (2) (3) 11 21 5 9 7 6 10 0 8 0

C. BIOME-BGC

UKMO (29) (19) (18) (11) (19) (29) 3 (2) (16) (3) (35) (H )

OSU (9) 7 3 14 (2) 15 16 5 0 2 2 (19)

Notes: Changes in ecosystem productivity are conditioned on steady-state results of biogeographical models. Values in parenthesis indicate 
a percentage reduction in ecosystem productivity.

tive to the baseline case in the long run. In-
creased production in timber markets due to 
regrowth of this type begins to occur within 
25 years of the onset of climate change. Mar-
ket adaptation is also an important part of this 
story since investment can hasten forest ad-
aptation and allow these positive long-run ben-
efits to occur more quicldy.

We also explore how robust the model is to 
alternative assumptions. We present five dif-
ferent scenarios in this sensitivity analysis. 
First, we consider a more gradual climate 
change scenario; allowing climates to take 150 
years to reach the same equilibrium. This 
slower scenario is more consistent with recent 
findings of climate scientists (Houghton et al., 
1996) who argue for milder future climate sce-
narios. Second, we explore what would hap-
pen if natural regeneration takes longer to shift 
from one biome to another. By increasing lags 
to 30 years in loblolly pines, 50 years in white 
pines, and 70 years in ponderosa pine and 
Douglas fir, we assume that unmanaged land 
remains fallow for this extensive time period 
once cleared. Third, we allow for higher and 
lower salvage rates. The high salvage scenario 
assumes that y t is 90 percent on both manage-

ment intensities, and the low salvage scenario 
assumes that it is 25 percent on both. Fourth, 
we examine imperfect forester foresight. In-
stead of assuming that high-intensity managed 
lands are replanted immediately with the best 
species for the future, we assume lagged re-
generation rates. That is, we assume it takes 
foresters several years to learn how to plant 
for changing climatological conditions. Lags 
were set at 10 years in loblolly pines, 20 years 
in white pines, and 30 years in ponderosa pine 
and Douglas fir. Fifth, we consider a high de-
mand and a low demand scenario. In the high 
demand scenario, demand shifts out at 2.5 per-
cent annually, while in the low demand sce-
nario, it is held at 1990 levels forever.

Four ecological cases are explored for the sen-
sitivity analysis. Two ecosystem model combi-
nations are examined which yield relatively high 
and low welfare values under the initial assump-
tions. In addition, both the dieback and the re-
generation scenario are presented.10

10 The model combinations chosen for sensitivity anal-
ysis are the Dynamic Global Phytogeography model
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Figu r e  6. Price  Pa t h s  fo r  t h e  Ba s e l in e  Ca s e  a n d  Fo u r  Ec o l o g i c a l  O u t c o m e s  from  th e  C l im at e  Ch a n g e  
Pre d ic t io n s  of  t h e  UKMO G e n e r a l  C ir c u l a t io n  Mo d e l

Table 5 presents the results of the sensitiv-
ity analysis. Slowing down climate change re-
duces the timber benefits. The delay slows the 
increase in loblolly pine timberland area in-
to the distant future reducing its present 
value. Slowing natural regeneration on low- 
intensity lands that shift during climate 
change has only a small effect on welfare es-
timates because the lands which are shifting 
during climate change yield only small 
amounts of timber. Higher salvage rates sub-
stantially increase the welfare value of the 
dieback scenario and lower rates decrease it. 
The MAPSS & BIOME-BGC scenario is 
more sensitive to this assumption because this 
model predicts more dieback. Imperfect fore-
sight by foresters reduces the expected ben-
efits from climate change (and can even cause 
a small loss), but the reduction is small. Al-

(DOLY) (Woodward et al., 1995) and Terrestrial Eco-
system Model (TEM) (Melillo et al., 1993) combination; 
and the Mapped Atmosphere-Plant Soil System model 
(M APSS) (Neilson et al., 1992) and BIOME- 
BioGeochemical Cycles model (BIOME-BGC) (Running 
and Coughland, 1988). Results from both models were 
obtained under the United Kingdom Meteorological Of-
fice general circulation model (W ilson and Mitchell, 
1987).

though assuming perfect foresight to antici-
pate climate change through planting is 
certainly a debatable assumption, we have 
chosen the two most extreme ecological sce-
narios for sensitivity analysis in order to 
bound the potential effects of imperfect fore-
sight under alternative ecological scenarios. 
The welfare estimates are highly sensitive to 
the assumed baseline growth in the demand 
for timber. Rapid (slow ) demand growth 
implies higher (low er) baseline prices, 
which increases (decreases) welfare effects 
proportionally.

In order to understand the importance of 
capturing the dynamics of this model, we also 
present the results of a steady-state compari-
son. We compare the steady state which would 
have existed in 2060 under current climate 
with the equilibrium which would exist in 
2060 under the new climate. We use the two 
scenarios tested in the sensitivity analysis. The 
predicted change in welfare according to the 
steady-state comparisons is -$25.1 billion for 
the MAPSS & BIOME-BGC combination and 
+$73.6 billion in the DOLY & TEM combi-
nation. The corresponding estimates in the dy-
namic model are +$2.63 and +$31.2 billion, 
respectively. The steady-state response dra-
matically overstates the welfare effect.
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T able  4— Chan ge  in  th e  Net  Pr ese nt  Valu e  o f  Net  Ma r ke t  Su rp lu s  in  T imber  M arke ts  for  C limat e  Chan ge
Cases  Rel a tiv e  to  t h e  Ba se li n e  Case

DOLY BIOME2 MAPSS

Climate scenario Total Percent Total Percent Total Percent

A. Dieback

TEM

UKMO $30.05 10.62 $27.52 9.71 $19.10 6.74

OSU 28.94 10.21 30.16

Century

10.64 31.77 11.21

UKMO 18.87 6.65 17.89 6.31 9.46 3.34

OSU 14.23 5.02 16.69 5.89 17.80 6.28

BIOME-BGC

UKMO 9.35 3.30 10.31 3.64 2.63 0.93

OSU 11.86 4.19 13.72 4.84 14.52 5.12

B. Regeneration

TEM

UKMO 31.20 11.01 32.58 11.50 22.62 7.98

OSU 31.93 11.27 33.16

Century

11.70 35.26 12.44

UKMO 20.47 7.22 22.99 8.11 11.03 3.89

OSU 17.11 6.04 20.34 7.18 21.92 7.74

BIOME-BGC

UKMO 10.37 3.66 14.98 5.29 3.87 1.37

OSU 15.06 5.31 18.01 6.36 16.72 5.90

Notes: The change is measured both by the total and the percentage difference. All dollar amounts are in billions of 1982 
$, U.S. currency. Net present value is measured with a discount rate of 5 percent.

Including dynamics moderates the welfare 
impacts for three reasons. First, the steady- 
state response does not capture the adjustment 
and adaptation of markets, especially across 
time. Second, the steady-state comparison 
does not capture the gradual changes in eco-
systems over time, thereby overstating effects. 
Third, the steady-state response does not cap-
ture the dynamic changes in the economic

baseline, so that the steady-state response as-
sumes 2060 demand conditions immediately.11

" A similar effect would occur if 1990 economic con-
ditions were used, except that changes would be under-
valued because a lower baseline condition is used.
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Tabl e  5—Sens it iv it y  Ana lys is  o f  Pre se n t  Va l u e  C hang es  to  Sev era l  C l im a t o l o g ic a l , 
Ec o l o g ic a l , and  Ec o n o m ic  Ass um pt io n s

Ecological scenario

DOLY & TEM MAPSS & B-BGC

Dieback Regeneration Dieback Regeneration

Initial value of change (billions, 1982$) $30.05 $31.20 $2.63 $3.87

1. Slow climate adjustment 16.68 16.95 3.92 (0.02)

2. Slow natural regeneration 27.79 28.99 1.73 3.00

3. Salvage

High 35.25 31.20 8.94 3.87

Low 27.90 31.20 (2.95) 3.87

4. Imperfect foresight 25.19 27.73 (0.42) 1.66

5. Alternative baselines

High demand 84.92 90.68 11.55 19.68

Low demand 15.17 15.88 1.26 2.67

Notes: Each of these cases are compared using the UKMO general circulation model climate change scenario.

IV. Conclusion

The dynamic ecological-economic model 
captures the important intertemporal features for 
measuring changes in market welfare arising 
from large-scale ecological change. The adjust-
ment pathways for both ecosystems and eco-
nomic systems are critical for measuring the 
welfare impacts of ecosystem change. Even 
when the underlying force for change is gradual 
and steady, the dynamics of the system play a 
crucial role in determining both the direction and 
the magnitude of the outcome. Of course, when 
considering ecological change, it is important to 
measure the nonmarket as well as the market 
impacts. Additional research needs to concen-
trate on including nonmarket services in the 
model and so take into account all effects.

In the specific example of the impacts of cli-
mate change on timber markets, the large-scale 
steady-state effects predicted by the ecological 
models lead to small welfare impacts over time. 
Although climate change can cause harmful dy-
namic changes in ecosystems from phenome-
non like dieback, dynamic market adjustments

dampen these effects. Further, the ecological 
models examined in this study actually pre-
dicted that the steady states would improve with 
greenhouse warming. All 36 combinations of 
ecological-climate models suggested positive 
results. The magnitude of the effects, however, 
were reasonably small with an average present 
value of about $20 billion. Across the different 
model combinations, they exhibited a wide 
range, from $1 billion to $33 billion of benefits. 
Using dynamic models, society can anticipate 
large-scale ecological changes, measure their 
consequences, and determine how best to adapt. 
Armed with this knowledge and a complete ac-
counting of impacts to other market and non- 
market sectors, society can engage in an 
informed decision concerning whether it is best 
to prevent these changes or live with them.

A p p e n d i x

In this Appendix, we show how the first- 
order conditions presented for the models de-
scribed in the text are derived from the 
maximization of market welfare, as described
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in equations (1) - ( 7 )  in the text. The models 
described here are a general case with no eco-
logical change, a case where ecological 
change affects timber yield, and a case where 
ecological change causes dieback.

General Case

The original problem was given as equa-
tions ( l ) - ( 7 )  in the text. Net surplus is as-
sumed to be continuous in its arguments, and 
SH. 5= 0 and SHjH. ^  0. Utilizing optimal con-
trol procedures and relying on the maximum 
principle (Pontryagin et al., 1962), we can 
characterize a solution to (1) -  (7) in terms of 
a set of necessary conditions that must hold 
for each stock of organisms i considered 
within the problem. First, let

(Al )  S(Q(t)} Z(t), G(t), X(t))

All organisms will be harvested at the point 
where the marginal gain in net surplus from 
waiting an additional moment to harvest just 
equals the marginal cost associated with hold-
ing that organism for one more period. 
Marginal gains in net surplus arise from or- 
ganismal growth, and possibly, price growth. 
The sign on SH. would be uncertain, however, 
if prices were declining.

Assuming a linear demand function and 
constant marginal harvesting costs, a quadratic 
net surplus function can be obtained by taking 
the integral in (A l ) to form:

(A8) £(•) = k + A

- A 0 )]2

f (0 { D(Q(t),  Z(t)) -  C(g(/))  } dQ(t)
Xc^fWUCO)

" I A G i M "  I *(*)*»( t)

and express the Hamiltonian as
where k is a constant of integration. Differ-
entiating (A8) with respect to f t  (/) results in

(A2) fc = S(e( f ) , Z( t ) , G( t ) f X(t ) )

Assuming an interior solution, the following 
necessary conditions are derived:

(A9) S„M

X V , ( a , ( / ) ) - c lVi («, (0) .

(A3) S*,0) = /*(*) Vi,

(A4) SBi(-) = - M 0  Vi,

(A5) iii -  rfjLi(t) = Ri(t) Vi,

(A6) X, = - f t ( 0  + G ,(0  Vi.

Equations (A3) and ( A5) can be combined to 
obtain (note that in the following, Vi has been 
suppressed in most cases);

(A7) SH. = rSH. + R/(t).

The term A -  2A (2/ f t  (OK (a, (0 ) )  on the 
right-hand side of (A9) is the marginal benefit 
of harvesting one additional unit of organisms. 
In a competitive market, this is equal to the 
price, so that:

(A10) S„/(0= ( P L( 0 - C i ) K ( a , ( 0 ) .

In timber markets, P L( t) is the price of a log 
of harvested timber. The value P L -  c, is 
therefore the value of uncut timber logs that 
are still standing in a forest. Letting

( A l l )  P ( 0  = P L( 0 ~ c , ,
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(A9) can be redefined by finding dSHJ  dt and (A 16) can be introduced into the net surplus
substituting. The result is function, so that (A8) becomes

(A12) P V ,(a ,(0 )  + P(t)V,

= rP(t)V,(al ( t ) ) + R l(t),
(A17) S(-) = k + A

which is equation (8) in the text.
Differentiating (A8) with respect to G,{t) 

yields

(A13) SCi =

X ^  { ? , ( « , ( * ) )  * , ( » ( / ) ) } < & )

Recognizing that /*,•(/) is the marginal net 
surplus of holding one additional acre of 
land until the next regeneration decision,

(A14) M h )  = P i m ( t f  -

-  I  { Ri (mi )e~rm' } dm,,
‘''O

then equation (9) in the text can be derived 
from (A4), (A13), and (A14) as

(A15) pt + I [ R i i m ^ e - ^ ^ d m

x ( £ '0> { V, («.(0)^ (« (0 ) } 

- I c / H / O )
i

X  (J0  ̂ } d* j

- If iGCO-ZRiOWO).
i i

Differentiating net surplus with respect to 
Hi(t),  and noting the relationship in (A ll) ,  
an equation similar to (A 10) can be derived:

xe,(n(t))}dt j

Finding dSHi/  dt and substituting that result 
into (A7), produces equation (13) in the text:

(A19) / ty  (« ,(/) , * ,( » ( / ) ) )

+ ei(n(t))P(t)Vi(ai(t))

= rP(t)Vi (ai ( t ) ,0 i (n ( t ) ) )

+ Rl ( t ,0 , ( n ( t ) ) ) .

Note that d V , ( a i ( t ) ,  f f , ( n ( t ) ) ) / d t  = 
V'(a,.(/))0,.(n(f)).

Ecological Change: Productivity

Here, we consider the derivation of 
equation (13) in the text, where the yield 
of merchantable products from the ecosys-
tem changes over time. Different species 
are likely to experience different changes 
in growth. Recalling that 0 , (n(O)  relates 
clim ate forcing to a change in annual 
growth, the new yield function is redefined 
as:

(A16) Vi(aj(t), 6j (n( t ) ) )

MO
Vi(<*i(t))6i(n(t))dt.

* 0
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Regeneration will also be altered to account 
for changes in growth rates. Equation (A4) 
above can be solved to account for the altered 
yield function. This leads to the following 
condition:

(A20)

A + f  { Rl(m,,Oi(n(m,)))e~"n-}dm,
•'to

= ^ P(tt ) { V,(m,)9t (n(m, ) )  } dm, j

Ecological Change: Dieback

This section shows how dieback will af-
fect marginal harvest and regeneration de-
cisions. Although it is possible to model 
dieback as a stochastic problem, we instead 
analyze a deterministic analogue to the sto-
chastic problem. This allows a direct com-
parison to the baseline model, and it 
provides for a more tractable numerical so-
lution. We begin by describing how an ex-
pression for expected yield is obtained.

Letting 6f (n(t)) be mortality from exoge-
nous dieback due to forcing factor n(t) and yt 
be the proportion of timber that can be salvaged 
if it dies back, the expected yield for a tree alive 
at the beginning of a year is given by

(A21) £ [ V i ( * ( 0 ) ]

= (1 - « , ( « ( 0 ) ) V , ( * ( 0 )

+ 6i (n( t) )y,Vi (al (t)).

Over all the time that a tree is subjected to the 
possibility of dieback, this is

(A22) E[V ;(a(( 0 ) ] = V ,( f l , ( / ) )

aid)

X n  ( l - d  - r,)«5;(n ( 0 ) )■
«,(0)

In continuous time, this can be expressed as

(A23) £ [V ,(o ,« ) ) ]

Equation (A23) can be incorporated into (A8) 
to obtain

(A24) 5( ) = k + A ^ IW 1(r)(V 1(a 1(r))

X e - ( \ - y M n ( t ) ) a , U ) >j  j

-  2 

i

X  e - 0  ~y,)Si(n(t))al(t)^

- I A G , ( / ) - 1 * , (/)*,(/)•
i i

Differentiating net surplus with respect to 
Hi(t) and t allows us to obtain the following 
result:

(A25) SH = ^ [ P V , ( a t (t))  
at

= {p v , U ( 0 ) + pv >,

-(i-7,-W«(i))n,M ) ) l

X  g -d -T M W O M O

Combining (A25) with (A3) and (A5) pro-
duces equation (15) in the text:

(A26) PViiaiit)) + P ( t W

= ( r  + ( l  -  % ■)«/(«(/)))

X P ( 0 V , ( « , ( / ) )

+ /?, ( ( / ) ,  6,,( /!( /))) ,
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Equation (16) in the text is found by noting
that (A 14) becomes

(A27) M,ao) = / ’(t/)V'(r/ - f 0)

- f  { i?, (m ,, 6, (n(m<))  ) 
*''0

X ^ H >•+o-y,•)*,(«(»»,))im(- J dm,

and combining { A l l )  with (A13) and (A4).
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Abstract. Current perspectives on global climate change based on recent reports of the 
Intergovernmental Panel on Climate Change (IPCC) are presented. Impacts of a greenhouse warming 
that are likely to affect water planning and evaluation include changes in precipitation and runoff 
patterns, sea level rise, land use and population shifts following from these effects, and changes in 
water demands. Irrigation water demands are particularly sensitive to changes in precipitation, 
temperature, and carbon dioxide levels. Despite recent advances in climate change science, great 
uncertainty remains as to how and when climate will change and how these changes will affect the 
supply and demand for water at the river basin and watershed levels, which are of most interest to 
planners. To place the climate-induced uncertainties in perspective, the influence on the supply and 
demand for water of non-climate factors such as population, technology, economic conditions, social 
and political factors, and the values society places on alternative water uses are considered.

1. Introduction

This paper provides an introduction to global climate change and its implications for 
water resources. This and the following paper on planning methods serve as 
background for the rest o f the volume. Recent conclusions o f  the Intergovernmental 
Panel on Climate Change (IPCC) about greenhouse gas emissions and their likely 
climate impacts are summarized. The impacts on water supplies o f  changes in 
temperature, precipitation, carbon dioxide, and sea levels are examined along with 
the impacts o f these climate variables on water for irrigation and for domestic, 
industrial, and thermoelectric power uses. Non-climate factors influencing the 
availability and use o f  water are also considered, to provide some perspective as to 
the relative magnitude o f and the uncertainties surrounding the climate impacts.

2. Global Climate Change

Considerable progress has been made in recent years in understanding climate 
change science. Some o f the conclusions from the Intergovernmental Panel on 
Climate Change (1996a) are presented below.
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• Atmospheric concentrations o f long-lived greenhouse gases have increased 
significantly since pre-industrial times, tending to warm the surface and 
produce other climate changes.

• The most important o f these gases are carbon dioxide (C 0 2), methane (CH4), 
and nitrous oxide (N20 )  which have increased about 30%, 145%, and 15% 
respectively over the last 250 years. Human activities such as fossil fuel use, 
land-use change, and agriculture are largely responsible for these trends.

• Tropospheric aerosols from fossil fuel combustion, biomass burning, and other 
sources tend to have a cooling effect that is focused in particular regions. 
However, in contrast to the long-lived greenhouse gases that remain in the 
atmosphere for decades to centuries, these aerosols are very short-lived in the 
atmosphere.

• Although year-to-year variations in weather at any one location are large, 
important systematic changes for large areas over periods o f  decades and 
longer are evident. Global mean surface temperature has increased by about 0.3 
to 0.6°C over the past century. The ability to quantity the human influence on 
global climate remains limited in part because o f the problems o f separating it 
from the noise o f  natural climate variability. “Nevertheless, the balance o f 
evidence suggests that there is a discernible human influence on global 
climate” (Intergovernmental Panel on Climate Change, 1996a, p. 5).

• Based on the IPC C ’s mid-range emission scenario and best estimate as to 
climate sensitivity, models project an increase in global mean surface 
temperature o f  about 2°C relative to 1990 by the year 2100. Combining the 
lowest IPCC emission scenario with a low value o f climate sensitivity reduces 
the projected increase in temperature to about 1°C by 2100. On the other hand, 
combining the highest IPCC emission scenario with a high climate sensitivity 
results in a projected warming o f about 3.5°C.

• W armer temperatures will accelerate the hydrological cycle, altering in 
uncertain ways the prospects for more extreme droughts and/or floods. An 
increase in precipitation intensity resulting in more extreme rainfall events is 
a possibility. But the hydrological changes are more speculative than the 
temperature projections.

• Average sea level under the mid-range IPCC emission scenario is expected to 
rise about 50 cm by 2100. The high and low IPCC scenarios give a range o f 15 
to 95 cm rise in sea level.

3. Im pacts o f C lim ate  C hange on W ate r  Supplies

There is broad agreement that a greenhouse warming will have major impacts on 
water resources. Possible impacts that may especially affect water planning and 
project evaluation include changes in precipitation and runoff patterns, sea level rise, 
and land use and population shifts that may follow from these effects. Warmer
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temperatures will accelerate the hydrologic cycle, altering precipitation, the 
magnitude and timing o f runoff, and the intensity and frequency o f floods and 
droughts. Higher temperatures will also increase evapotranspiration rates and alter 
soil moisture and infiltration rates. Uncertainties abound, however, especially at 
geographic scales o f  particular relevance for water resource planning. While the 
timing and magnitude o f the global temperature changes are uncertain, even less is 
known about climate changes and their impacts at the basin and watershed levels. 
General circulation models (GCMs), the principal tools relating changes in 
atmospheric chemistry to changes in climate variables such as temperature and 
precipitation, do not provide the requisite degree o f  region-specific information.

3.1. IPCC RESULTS

The IPCC Working Group II (Intergovernmental Panel on Climate Change, 1996b) 
review o f evidence regarding the impacts o f  a greenhouse warming on water 
suggests the following:
• The timing and regional patterns o f precipitation events will change, and more 

intense precipitation events are likely.
• GCM s project that a 1.5 to 4.5°C rise in global mean temperature would 

increase global mean precipitation about 3 to 15 percent.
• Although the regional distribution is uncertain, precipitation is expected to 

increase in higher latitudes, particularly in winter. This conclusion extends to 
the mid-latitudes in most cases.

• Even in areas with increased precipitation, higher evaporation rates may lead to 
reduced runoff.

• More annual runoff due to increased precipitation is likely in the high latitudes. 
Some lower latitude basins, however, may experience reductions in runoff due 
to a combination o f  increased evaporation and decreased precipitation.

• Although potential evapotranspiration (ET) rises with air temperature, actual ET 
may increase or decrease according to the availability o f moisture.

• GCM s and hydrologic impact studies provide evidence o f  an increase in flood 
frequencies with global warming. The amount o f  increase for any given climate 
scenario is uncertain, and impacts will vary among basins. Floods may become 
less frequent in some areas.

• The frequency and severity o f droughts could increase in some areas as a result 
o f  a decrease in total rainfall, more frequent dry spells, and higher 
evapotranspiration.

• The hydrology o f arid and semiarid areas is particularly sensitive to climate 
variations.

• Seasonal disruptions in water supplies o f  mountainous areas, where snowmelt 
is an important source o f spring and summer runoff, might result if more 
precipitation falls as rain rather than snow and the length o f  the snow storage 
season is reduced.
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• Water quality problems are likely to increase where streamflow declines.
One clear message from the IPCC assessment o f the effects o f climate change 

on hydrologic regimes is that the prospect o f a greenhouse warming adds to the 
considerable uncertainty already confronting water planners. Uncertainties as to the 
impacts o f  climate change on water availability are evident in Table 1 depicting 
water availability per capita in 21 countries as o f 1990 and forecasts for 2050 under 
four climate scenarios: the present climate and three GCM transient climate results. 
The ratio o f the highest and lowest GCM -derived water availability forecasts is 1.3 
or higher in 13 o f  the 21 countries and 2.7 or higher in 6 countries.

Hydrological uncertainties attributable to changing atmospheric chemistry are 
likely to persist for the foreseeable future, pending major improvements in our 
understanding o f  the impacts o f  atmospheric greenhouse gases on climate and 
hydrology at the river basin and watershed levels. In the meantime, analysis o f 
various climate change scenarios can provide planners with some idea o f the range 
o f  hydrological changes that may occur. The results o f several such studies are 
summarized below.

3.2. HYDROLOGIC SENSITIVITY TO THE CLIM ATE

The American Association for the Advancement o f Science (AAAS) panel on 
Climate Variability, Climate Change and the Planning and Management o f  U.S. 
Water Resources undertook several studies to evaluate the effects o f global climate 
change on water supplies. The panel’s final report (W aggoner, 1990) examines the 
effects o f climate change and C 0 2 enrichment on evapotranspiration, the effects o f 
the climate on flow, and the impacts o f flow on available supplies. This report also 
evaluates the impacts o f climate change on floods and drought, irrigation, water 
quality, recreation, wildlife, urban water, and electricity generation.

In this work, Schneider, Gleick, and Mearns (1990) conclude that the range o f 
likely changes in average annual precipitation associated with an equivalent 
doubling o f atmospheric C 0 2 for any given region might be on the order o f  plus or 
minus 20 percent. The range o f  likely changes in regional runoff and soil moisture 
are on the order o f plus or minus 50 percent. Advances in global climate modeling 
made since that assessment have done little to reduce the uncertainty regarding the 
impacts o f  increasing atmospheric greenhouse gases on regional water supplies.

Changes in runoff are the direct result o f changes in precipitation and 
evaporation (which is strongly influenced by temperature). Schaake (1990) used 
water balance models o f hydrologic processes to investigate the influence o f  climate 
on streamflows in the United States. Flow sensitivity to climate variables differs 
widely for different locations and climates. Schaake’s estimates o f the elasticities 
o f runoff with respect to precipitation and temperature (i.e., the percentage change 
in runoff resulting from a 1 percent change in precipitation and temperature) range 
from less than 1 to as high as 10. The runoff elasticities are higher for drier cl imates, 
and the elasticity with respect to precipitation is greater than that for
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evapotranspiration. Thus, a warming alone will decrease runoff much less than a 
warming accompanied by a decrease in precipitation. Schaake’s study o f the Animas 
River Basin in southwestern Colorado suggests that the elasticity o f  annual runoff 
to a change in precipitation is 1.9 while the elasticity o f  runoff with respect to 
evapotranspiration is -0.7.

T able I
W ater availability  (m 3/yr/per capita) in 2050 for the present c lim atic 
conditions and for three transient clim ate scenarios1

C ountry

Present

C lim ate

(1990)

Present

C lim ate

(2050)

Scenario

R ange

(2050)

C hina 2,500 1,630 1,550-1,780

C yprus 1,280 820 620-850

France 4,110 3,620 2,510-2 ,970

Haiti 1,700 650 280-840

India 1,930 1,050 1,060-1,420

Japan 3,210 3,060 2,940-3 ,470

K enya 640 170 210-250

M adagascar 3,330 710 480-730

M exico 4,270 2,100 1,740-2,010

Peru 1,860 880 690-1 ,020

Poland 1,470 1,250 980-1 ,860

Saudi A rabia 310 80 30-140

South A frica 1,320 540 150-500

Spain 3,310 3,090 1,820-2,200

Sri Lanka 2,500 1,520 1,440-4,900

Thailand 3,380 2,220 590-3070

Togo 3,400 900 550-880

Turkey 3,070 1,240 700-1 ,910

U kraine 4,050 3,480 2 ,830-3 ,990

U nited K ingdom  2,650 2,430 2 ,190-2 ,520

V ietnam 6,880 2,970 2,680-3 ,140

‘The transient clim ate scenarios are based on general circulation  
m odels o f  the G eophysical Fluid D ynam ics Laboratory  (G FD L) in 
Princeton, N .J., USA; the U nited K ingdom  M eteorological O ffice 
(U K M O ) in B racknell, UK; and the M ax P lanck  Institu te  for 
M eteorology (M PI) in H am burg, Germ any.

Source: IPCC, 1966b, p. 478.
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Other simulation studies o f the effects o f changes in climate variables on 
hydrologic processes ha^e been performed for a number o f river basins and 
subbasins. Hypothetical climate scenarios commonly include increases in average 
temperatures o f 1° to 4° C and increases and decreases in precipitation o f 10 and 20 
percent. Other studies use GCM results to generate climate scenarios. These 
simulation studies estimate the impacts o f the underlying climate-change 
assumptions on water resources; they offer no guidance as to the likelihood that the 
climate-change assumptions will be realized. While they are not intended to be 
predictions or forecasts o f future events, these studies are instructive as to the 
possible magnitude of, and the uncertainty surrounding, the implications o f  a 
greenhouse warming.

As an example, estimated impacts o f alternative temperature and precipitation 
changes on annual runoff in several semiarid rivers are summarized in Table II, 
adapted from Nash and Gleick (1993). These studies suggest that relatively small 
changes in temperature and precipitation can have large effects on runoff With no 
change in precipitation, estimated runoff declines by 3 to 12 percent with a 2° C 
increase in temperature and by 7 to 21 percent with a 4° C increase in temperature. 
These results are consistent with Schaake’s (1990) and Karl and Riebsame’s (1989) 
conclusion that runoff is more sensitive to changes in precipitation than to 
temperature. Nevertheless, a 10 percent increase in precipitation does not fully offset 
the negative impacts on runoff attributable to a 4° C increase in temperature in three 
of the five rivers for which this climate scenario was studied. The Pease River runoff 
estimates are the most extreme example o f the sensitivity o f runoff to precipitation. 
With a 1°C rise in temperature, runoff declines by 50 percent given a 10 percent 
decline in precipitation and increases by 50 percent given a 10 percent increase in 
precipitation.

Many o f the climate impact studies reviewed by the IPCC (1996b) highlight the 
vulnerability o f water resource systems to climate variables and suggest that small 
changes in these variables could lead to large changes in system performance. Most 
notably, isolated single-reservoir systems in arid and semiarid regions are extremely 
sensitive and less able to adapt to climate impacts that could vary from decreases in 
reservoir yields in excess o f  50 percent to seasonal flooding.

In contrast, another set o f studies undertaken largely in the United States and 
based on the most recent transient GCM simulations suggests “that even with the 
large variability in future climate represented by the three transient GCM 
experiments, most o f the systems investigated possess the robustness and resilience 
to withstand those changes, and adequate institutional capacity exists to adapt to 
changes in growth, demands, and climate” (IPCC, 1996b, 475). The differences 
between the two sets o f studies are attributable primarily to two factors. First, the 
climate scenarios produced by the transient GCMs tended to produce smaller 
changes than those based on earlier GCM results. Second, highly integrated systems 
are inherently more robust than isolated single-reservoir systems. However, much 
of the world’s water is managed through single-source, single-purpose systems.
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Table II
Impacts of climatic changes on mean annual runoff in semiarid river basins

Change in Temperature

Change
in T+l« T+2° o£om

Precipitation
Percent Change in Mean Annual Runoff

Pease River [1] -50 -50

Great Basin Rivers [2] -17 to -28

Sacramento River [3] -18 -21

-10% Inflow to Lake Powell [4] -24 -32

White River -13 -17

East River -19 -25

Animas River -17

Sacramento River -3 -7
Inflow to Lake Powell -12 -21

0 White River -4 -8
East River -9 -16

Animas River -7 -14

Pease River +50 +35
Sacramento River + 12 +7

+ 10% Inflow to Lake Powell +1 -10
White River +7 + 1
East River + 1 -3
Animas River +3 -5

Notes: [1] All Pease River results from Nemec and Schaake, 1982.
[2] All Great Basin Rivers results from Flaschka, et al., 1987.
[3] All Sacramento River results from Gleick, 1986, 1987b.
[4] All Lake Powell, White, East, and Animas River results from Nash and Gleick, 1993.

Source: Adapted from Nash and Gleick, 1993.

Uncertainties as to how the climate will change and how societies will adapt to 
these changes are challenges that all climate impact studies confront. Estimates o f  
climate impacts several decades in the future are highly uncertain. However, one o f 
the more likely impacts o f a greenhouse warming on regional hydrology involves 
areas where winter snowfall is the primary source o f precipitation and spring and 
summer snowmelt are the primary sources o f  streamflow. Such regions are likely to 
see a distinct shift in the relative amounts o f snow and rain and in the timing o f
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snowmelt due to higher temperatures. The resulting changes in runoff patterns could 
greatly alter the likelihood o f flooding and the availability o f water during peak- 
demand periods such as the irrigation season. This type o f seasonal effect was 
identified by Gleick (1988) for basins in the western United States.

3.3. SEA LEVEL RISE

Impacts on water resources will also come from rising sea levels due to thermal 
expansion o f the oceans and increased melting o f glaciers and land ice. The global 
sea level increased some 10 to 20 centimeters (cm) during the past century, largely 
due to the melting o f land-based ice sheets and glaciers (U.S. Congress, Office o f 
Technology Assessment, 1993). The most recent IPCC results suggest average sea 
level might rise another 15 to 95 cm by the year 2100, with a best guess o f about 50 
cm (Intergovernmental Panel on Climate Change, 1996a).

Higher sea levels and increased storm surges could adversely impact freshwater 
supplies in some coastal areas. Saline water profiles in river mouths and deltas 
would be pushed farther inland, and coastal aquifers would face an increased threat 
o f  saltwater intrusion. The intrusion o f saltwater into current freshwater supplies 
could jeopardize the quality o f  water for some domestic, industrial, and agricultural 
users. For example, sea level rise would aggravate water-supply problems in several 
coastal areas in the United States, including Long Island, Cape Cod, New Jersey 
shore communities, and the Florida cities o f Miami, Tampa, and Jacksonville.

Rising sea levels pose a threat to critical freshwater supplies in California. The 
Sacramento-San Joaquin Delta, which is already under stress, is a major source o f 
water for the farms and cities o f southern California and the San Joaquin Valley. It 
is also the habitat for scores o f fish species, several o f which have been so weakened 
that they have either been granted protection or are being considered for listing 
under the federal Endangered Species Act. Saltwater intrusion from San Francisco 
Bay threatens the Delta’s ecology as well as its use as a freshwater source. Over the 
last century, an "apparent” sea level rise o f 17 cm in San Francisco Bay (the result 
o f an actual sea-level rise o f  approximately 12 cm and ground subsidence o f  about 
5 cm) has exacerbated these water supply and environmental problems.

Two critical factors for limiting the intrusion o f saltwater are sufficient 
freshwater flows from the Delta to the Bay and the levees protecting the more than 
500,000 acres o f islands within the Delta. These islands are now rich farmlands that 
were created around the turn o f the century out o f the marshland that originally 
characterized much o f the Delta. The gradual compaction o f  the D elta’s peat soils 
has caused many o f the islands to fall well below sea level. M aintaining the levees 
is important both to protect lives and property on these islands and to prevent 
saltwater from intruding into the Delta. When a levee breaks, as happens on average 
about twice a year, freshwater that would otherwise help prevent saltwater from 
entering into the Delta floods onto the land. Any widescale failure of these levees 
would increase salinity levels in the Delta, threatening the ecosystem and water for
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the farms and cities to the south. Sea level rise would aggravate already serious 
problems; additional scarce freshwater supplies would be required to prevent 
saltwater intrusion into the Delta, and it would become increasingly difficult and 
expensive to maintain the more than 1,100 miles o f  levees protecting the islands 
located in the Delta (U.S. Congress, Office o f  Technology Assessment, 1993).

3.4. CARBON DIOXIDE EFFECTS

A growing body o f research suggests that atmospheric carbon dioxide (C 0 2) levels 
may affect water availability through its influence on vegetation. Controlled 
experiments indicate that elevated C 0 2 concentrations increase the resistance o f 
plant stomata to water vapor transport, resulting in decreased transpiration per unit 
o f leaf area. Some experiments suggest that a doubling o f  C 0 2 will increase stomatal 
resistance and reduce transpiration by about 50 percent on average (Rosenberg et al., 
1990). On the other hand, C 0 2 also has been demonstrated to increase plant growth, 
leading to a larger area o f transpiring tissue and a corresponding increase in 
transpiration. Other factors that might offset any potential increases in plant water- 
use efficiency are a potential increase in leaf temperatures due to reduced 
transpiration rates and species changes in vegetation communities (Ayers et al., 
1993; Rosenberg et al., 1990). The net effect o f  opposing influences on water 
supplies would depend on the type o f vegetation and other interacting factors, such 
as soil type and climate.

The Erosion Productivity Impact Calculator (EPIC) model has been used to 
examine the likely impacts o f C 0 2 enrichment on runoff in the Missouri River Basin 
(Frederick et al., 1993). EPIC (a generic crop simulator originally developed to 
model runoff, soil erosion, crop productivity, and the interactions among them) 
includes detailed treatment o f hydrologic processes. The model was adapted to allow 
for the impacts o f alternative C 0 2 levels on transpiration and plant growth and used 
to estimate runoff from various land covers and soil types within the Missouri Basin 
under three alternative climate scenarios. The results suggest that the increased 
stomatal resistance associated with C 0 2 enrichment would increase runoff, 
especially from land in perennial crops such as alfalfa and wheatgrass. This positive 
C 0 2 effect, however, would offset only a small fraction o f  the decrease in 
streamflows resulting from the higher temperature and lower precipitation rates that 
characterized the climate change scenario used in the study.

4. Impacts o f Global Climate Change on W ater Demand

Precipitation, temperature, and carbon dioxide levels can affect the demand for as 
well as the supply o f  water. This section considers how changes in these climate 
variables might impact the demand for various uses o f  water.
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4.1. IRRIGATION W ATER USE

Irrigation is the largest use o f water in the United States, accounting for 41 percent 
o f all withdrawals and 81 percent o f consumptive use. In the water-scarce 17 
western states irrigation accounts for 77 percent o f  withdrawals and 85 percent o f 
consumptive use (Solley, Pierce, and Perlman, 1993). Irrigation is also the most 
climate-sensitive water use. The profitability o f irrigated relative to dryland farming 
tends to increase as conditions become hotter and drier and crop yields produced 
under dryland conditions decline. In areas with available and affordable water 
supplies, hotter and drier conditions would likely lead both to an increase in the land 
under irrigation and to an increase in the amount o f  water applied per irrigated acre. 
As noted above, C 0 2 enrichment would tend to increase both the water-use 
efficiency o f the plants and the growth o f the plant, with less certain impacts on 
water use per unit o f  land.

Simulation results using the EPIC model for growing grains in Nebraska and 
Kansas under the different climate conditions existing in the 1931-40 and 1951-80 
periods suggest the potential advantages o f  applying more water under hotter and 
drier conditions. Estimated irrigation water use averaged 39 percent higher on corn 
in Nebraska and 14 percent higher on corn, wheat, and sorghum in Kansas under the 
hotter and drier 1931-40 climate than under the 1951-80 climate. Temperatures 
averaged about 1 degree C higher and precipitation averaged about 4 inches less 
during the 1931 -40 period (Frederick, 1991 a).

When allowance is made for the impacts o f higher levels o f atmospheric C 0 2on 
transpiration rates, these increases in irrigation water use are dampened somewhat. 
Adapting the EPIC model to allow for an increase in C 0 2 from 350 to 450 parts per 
million reduces estimated water use for irrigation in Kansas and Nebraska by an 
average o f  7 percent under the 1931-40 climate (Frederick, 1991a).

McCabe and W olock (1992) used an irrigation model (based on a modified 
Thornthwaite water balance model) to simulate the effects o f hypothetical changes 
in temperature, precipitation, and stomatal resistance on annual plant water use in 
a humid-temperate climate. Hypothetical climate scenarios included combinations 
o f  temperature changes o f  0, +2, +4, and +6° C; precipitation changes o f 0, +/-10, 
and +/-20 percent; and a stomatal resistance factor o f 0, 20 and 40 percent. Their 
results suggest that increases in mean annual water use are strongly associated with 
increases in temperature and less strongly associated with decreases in precipitation. 
When temperature and precipitation are the only changes, water use increased, even 
with 20 percent more precipitation and a 2° C warming. Their results also suggest 
that plant water use is even more sensitive to changes in stomatal resistance than to 
temperature. Decreases in water use resulting from greater stomatal resistance 
resulted in less water use for all scenarios except those with the smaller (20 percent) 
increase in stomatal resistance and temperature increases o f at least 4° C.

H errington’s (1996) analysis o f  the impacts o f climate change on the demand 
for water in England and Wales concluded that a 1.1° C rise in temperature would
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increase water demand by 12 percent for agriculture and 4 percent for both golf 
courses and other parks.

4.2. DOMESTIC W ATER USE

Domestic water use accounts for 8 percent o f  withdrawals and 6 percent o f 
consumptive use in the United States (Solley, Pierce, and Perlman, 1993). Domestic 
use, especially outdoor use for watering lawns and gardens, is somewhat sensitive 
to changes in temperature and precipitation. A survey o f the water demand literature 
identified 13 studies that examine the effects o f  climate variables on 
residential/municipal water use (Schefter, undated). The estimated temperature and 
precipitation elasticities o f  the demand for water varied widely depending on the 
region, season, and whether the estimates differentiated between indoor and outdoor 
or urban and suburban uses. The elasticity estimates suggest that a 1 percent rise in 
temperature would increase residential water use from 0.02 to 3.8 percent and a 1 
percent decrease in precipitation would increase residential water use from 0.02 to
0.31 percent.

A study o f urban water use in four Wasatch Front counties o f  Utah found that 
potential evapotranspiration and rainfall best explain changes in residential water 
use attributable to the climate. Higher evapotranspiration attributable to a 
temperature rise o f about 2 .2 0 C (4° F) increased residential water demand by an 
estimated 2.8 percent during the summer season and by as much as 8 percent during 
the month o f  June. A temperature increase o f  4 .4° C (8° F) increased demand by 5 
percent in the summer and as much as 16 percent in June (Hughes, W ang, and 
Hansen, 1994).

H errington’s (1996) analysis o f  the impacts o f  climate change on the demand 
for water in England and Wales concluded that global warming would have 
significant impacts on only three domestic water uses -  showering, lawn sprinkling, 
and other garden use. His forecasts for the year 2021 indicated that a 1.1° C increase 
in temperature would increase water demand by 12 percent for showers, 35 percent 
for lawn sprinkling, and 19 percent for other garden use. These changes produce a 
4 percent increase in total domestic water use.

Boland (this volume) examined the impacts on urban water use in the 
Washington, DC metropolitan area in the year 2030 o f five climate scenarios 
derived from GCM results and a stationary climate scenario. The forecasts o f  annual 
water use under the five climate change scenarios ranged from -8 to +11 percent o f 
the stationary climate forecast. The moisture deficit for the June to August period 
under the various climate scenarios is a critical factor in the water use forecasts. The 
forecast o f an 8 percent reduction in water use from the stationary climate case was 
from the only GCM scenario with a lower average summer moisture deficit.
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4.3. INDUSTRIAL AND THERM OELECTRIC POW ER WATER USES

Industrial use - which includes water for purposes such as processing, washing, and 
cooling in facilities that manufacture products - accounts for 7 percent of 
withdrawals and 4 percent o f  consumptive use in the United States. Thermoelectric 
power use - which includes water used for cooling to condense the steam that drives 
the turbines in the generation o f electric power with fossil fuel, nuclear, or 
geothermal energy - accounts for 39 percent o f  all water withdrawals but only 4 
percent o f consumptive use in the United States (Solley, Pierce, and Perlman, 1993).

Global warming could have important implications for these water uses. A rise 
in water temperature would reduce the efficiency o f  cooling systems and, therefore, 
might result in an increased demand for cooling water. If  aquatic ecosystems were 
threatened by higher water temperatures resulting from either a global warming or 
returnflows o f  cooling water, these uses might be subjected to more stringent 
environmental regulations. M ore than 95 percent o f the freshwater withdrawn for 
industrial and thermoelectric power use is returned to ground and surface water 
sources.

A possible response to the imposition o f stricter regulations on returnflows 
would be to switch from once-through cooling systems to cooling towers and 
cooling ponds that return little or no water to the source. While the water 
withdrawals would drop sharply as a result o f such a switch, there is little difference 
in the consumptive use o f  water for these cooling technologies. The evaporative 
losses occur on site with cooling towers and ponds. In a once-through system more 
o f the evaporation occurs off-site and is attributable to the increased temperature o f 
the receiving water body (Miller, 1990).

A global warming would also have indirect effects on industrial and 
thermoelectric power uses. Summer energy use for air conditioning would rise, and 
winter demand for space heating would decline. Changes in the temporal and 
perhaps the spatial demand for energy would alter the demand for cooling water.

4.4. INSTREAM  USES

The impacts o f a greenhouse warming on the quantity, quality, and timing o f runoff 
would affect instream water uses such as aquatic ecosystem maintenance, instream 
water quality, hydroelectric power generation, navigation, and recreation. They 
might also affect, either directly or indirectly, water demands. For example, changes 
in streamflows would affect actual and potential hydroelectric power generation, 
which in turn would affect the demand for substitute sources o f electricity. Since 
thermoelectric cooling is one o f the largest withdrawal uses o f water, shifts in 
hydroelectric power production could have a significant impact on the demand for 
water within a watershed.

A warming would increase the potential length o f the navigation season on some 
northern lakes and rivers, especially the Great Lakes. To the extent that lake depth
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and river flow are constraints on navigation, there may be an increased demand for 
water to facilitate navigation during the extended ice-free period. Similarly, the 
changed climate might alter seasonal water demands associated with recreational 
uses such as swimming, boating, and fishing.

5. Non-Climate Factors Influencing Future W ater Supply and Demand

Climate is only one o f many factors that will affect the future supply and demand 
for water. Population, technology, economic conditions, social and political factors, 
and the values society places on alternative water uses are important determinants 
o f supply and demand conditions, and, indeed, may be more important determinants 
than those attributable to climate change (Intergovernmental Panel on Climate 
Change, 1996b; Goklany, 1995; Stakhiv, 1996).

A wide range o f non-climate factors affects the quantity and quality o f 
freshwater supplies. Groundwater stocks are depleted when pumping exceeds 
recharge rates, and both surface and groundwater supplies are degraded when the 
capacity o f  an aquatic system to assimilate pollutants is exceeded. On the other 
hand, the effective supply o f  water can be augmented by investments to develop, 
protect, and restore supplies. Investments in infrastructure such as dams and canals 
can capture water that otherwise would be unavailable for use. The United States is 
currently spending billions o f  dollars annually to protect and restore the quality o f  
water supplies. And upgrading water through recycling and desalting to a quality 
suitable for human use is becoming increasingly common.

Population growth will be a major, if  not the most important, determinant o f 
future water availability in the developing world. Countries with high population 
growth rates will experience sharp declines in per capita water availability regardless 
o f the assumed climate scenario. For example, per capita water availability in the 
year 2050 in Kenya and Madagascar would decline to 27 and 21 percent 
respectively o f  their 1990 levels under stationary climate conditions, anticipated 
population growth, and no allowance for possible development o f  water resource 
systems (see Table I).

For the first three-quarters o f  this century, population and economic growth 
were the primary factors underlying changes in water use in the United States. 
Estimated total offstream water use rose from 40 to 420 billion gallons per day (bgd) 
from 1900 to 1975 (Frederick, 1991b). Although population and the economy have 
continued to grow, other factors have emerged to dampen and even reverse the 
growth o f water withdrawals. By 1990, total offstream use o f 408 bgd was estimated 
to be 3 percent below the level fifteen years earlier (Solley, Pierce, and Perlman, 
1993). This decline in offstream water use in the United States, which was largely 
unforeseen by water planners, is attributed to a number o f  forces that have altered 
water use in recent decades. These include the growing scarcity and rising costs o f  
the resource, higher values being placed by society on protecting and restoring
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instream flows and uses, environmental regulations inhibiting new water 
infrastructure developments, and development and adoption o f water-conserving 
technologies.

Our ability to foresee how non-climate factors will influence the future supply 
and demand for freshwater is probably not any better than our current ability to 
foresee how a greenhouse-induced climate change will affect regional water 
supplies. Indeed, if the past record o f forecasting water use is any guide, great 
uncertainties are likely to stem from the non-climate variables, and these 
uncertainties may be greater than those associated with climate variables. As 
illustrated in Figure 1, few people anticipated that U.S. water withdrawals would 
start to level off in the mid-1970s, and then decline. This comparison between actual 
freshwater withdrawals in the United States and the range of forecasts that 
influenced water programming and budgeting several decades ago indicates how 
uncertain and, in many cases, inaccurate such forecasts can be. Yet, these forecasts, 
by prestigious institutions, established a baseline against which national, regional, 
and watershed level impact analyses were conducted (Stakhiv, 1996). Projections 
made in 1960 by the Senate Select Committee on National Water Resources 
overestimated 1980 water use (as estimated by the U.S. Geological Survey) by 137 
percent for industrial and 22 percent for thermoelectric uses and underestimated 
irrigation use by 20 percent and municipal use by 15 percent. In 1968, the U.S. 
Water Resources Council’s projections o f water withdrawals for 1980 were 68 
percent too high for industrial, 6 percent too high for irrigation, and 11 percent too 
low for thermoelectric uses. The Council’s projections in the Second National Water 
Assessment (U.S. W ater Resources Council, 1978) for 1985 water use were 23 
percent too high for industrial, 20 percent too high for irrigation, 27 percent too low 
for thermoelectric, and 18 percent too low for municipal use (W aggoner and 
Schefter, 1990). The prediction errors for individual basins were, in general, greater 
than the errors for the United States as a whole.

The difficulties o f projecting changes in water use a decade or two in the future 
offer little confidence as to our ability to project over periods that might be used in 
climate impact studies. The populations, incomes, and life styles that create demands 
for water are likely to change substantially over the time horizon within which 
global climate change will have significant impacts. The additional changes that will 
result from global climate change must be added to these largely unknowable 
changes. What, for example, will be the demand 40 years from now for water-based 
recreation in the Northeastern United States? What will be the demand for energy 
in the Southwest? These questions suggest the importance o f sensitivity analysis, 
the evaluation o f uncertainty, and the concept o f robustness in project evaluation, 
with or without climate change.
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Figure I. H istoric and projected  fresh w ater w ithdraw als 1955-2000. 
Source: S takhiv, 1996.

6. Summary

The IPCC’s mid-range emission scenario and best estimate as to climate sensitivity 
suggest that global mean surface temperature will increase by about 2°C by the year 
2100 relative to 1990. Warmer temperatures will accelerate the hydrologic cycle, 
with uncertain implications for precipitation, runoff, and the intensity and frequency 
of floods and droughts, especially at the basin and watershed levels of most interest 
to planners. Simulation studies suggest that relatively small changes in temperature 
and precipitation can have large effects on runoff, especially in semiarid areas. Sea 
level rise and increased storm surges could adversely impact water supplies in some 
coastal areas. Increased stomatal resistance associated with elevated levels of 
atmospheric C02 could increase runoff. However, this positive CQ effect would 
likely offset only a small fraction of the decrease in streamflows that would result 
from higher temperatures and lower precipitation rates. Precipitation, temperature, 
and carbon dioxide levels have important but uncertain effects on the demand for 
as well as the supply of water. While the prospect of climate change adds 
uncertainty to water planning, climate is only one of many factors influencing the 
future supply and demand for water. Population, technology, economic conditions, 
social and political factors, and the values society places on alternative water uses 
may be more important for the future availability and use of water.
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The economic geography of the impacts of climate 
change
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Abstract
Our ability to understand the geographical dispersion of the impacts of climate 
change has not yet progressed to the point of being able to quantify costs and 
benefits distributed across globe along one or more climate scenarios in any 
meaningful way. We respond to this chaotic state of affairs by offering a brief 
introduction to the potential impacts of a changing climate along five geographi
cally dispersed portraits of how the future climate might evolve and by 
presenting a modern approach to contemplating vulnerability to climate impacts 
that has been designed explicitly to reflect geographic diversity and uncertainty.
Three case studies are offered to provide direct evidence of the potential value 
of adaptation in reducing the cost of climate impacts, the versatility of thinking 
about the determinants of adaptive capacity for specific regions or sectors, and 
the feasibility of exploring both across a wide range of ‘not-implausible’ climate 
and socio-economic scenarios. Three overarching themes emerge: adaptation 
matters, geographic diversity is critical, and enormous uncertainty must be 
recognized and accommodated.

[4]

Keywords: climate change, adaptive capacity, scenarios, value of information 
JEL classifications: 13, 02, Q2, Rl.
Date accepted: 27 December 2001

1. Introduction

The contribution of Working Group II to Third Assessment Report of the 
Intergovernmental Panel on Climate Change (IPCC, 2001b) devoted nearly 1000 
pages of text to a thorough assessment of the current literature on the potential impacts 
of climate change and climate variability.1 Organized across seven different sectors and 
eight different regions, their work provides immediate access to the ‘state of the art’ in 
evaluating the vulnerabilities of communities, nations, and regions to possible climate 
futures—at least as of the year 2000. The present paper will not try to duplicate the
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1 The first IPCC assessment (IPCC, 1990) began the process of reviewing the scientific literature in support 

of what became the United Nations Framework Convention on Climate Change. It was augmented by a 
supplementary report (IPCC, 1992) and subsequently followed in three parts by the Second Assessment 
Report, the SAR, in the middle of the decade (IPCC (1996a), (1996b), and (1996c)). The Third Assessment 
Report also appeared in three parts. Working Group I focused on the natural science of climate change 
(IPCC, 2001a). Working Group II concentrated on impacts and adaptation (IPCC, 2001b); and Working 
Group III reported on the state of our understanding about mitigation (IPCC, 2001c).
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IPCC coverage. It will, instead, focus attention on a few of the strengths and 
weaknesses in our current understanding that are most germane to the economic 
paradigm in an effort to highlight how economists might be able to exploit those 
strengths and overcome those weaknesses.

Few impact analyses have, for example, looked at transient change, so few have 
accounted for how different rates of change might influence costs and damages. Few 
impact studies have recognized fully the wide range of uncertainty that colors our vision 
of future climate, so few have investigated robust responses that might accommodate 
wide ranges of possible change. Few studies have provided insight into the implications 
of location-specific and path dependent social, political, and economic environments in 
determining the capacity of these systems to adapt to change, so few have 
accommodated the implications of global diversity. These and other topics surely lie 
within the purview and interest of the economic community.

This list of shortcomings, drawn from an economist’s perspective, could easily be 
extended, but we must recognize from the start that researchers from other disciplines 
would construct different lists. It follows that all contributing disciplines must recognize 
the limitations imposed on their approaches to the problem by deficiencies in 
understanding or methodological coverage that are beyond their control. An economist 
might think that it would be productive at this point to express the Third Assessment 
Report in terms of costs and benefits distributed across globe along one or two specific 
climate change scenarios. To do so, however, would be both imprudent and impossible. It 
would be impossible to pick one climate scenario and still reflect the enormous 
uncertainties that cloud our understanding of how future climate might unfold even if we 
knew how the pattern of world development and associated changes in land-use over the 
next 50 years or so. It would also be impossible to translate any global climate change 
scenario into regional portraits that span the globe with sufficient resolution to inform 
impacts research at local levels. Finally, our ability to predict how communities and/or 
nations might adapt to those impacts over time is still in an embryonic stage, so translating 
exposure into vulnerability across the globe is currently beyond our reach, as well.

We respond to this chaotic state of affairs by offering a brief introduction to the 
potential impacts of a changing climate in the first section before turning to five 
geographically dispersed portraits of how the future climate might evolve in Section 2. 
Section 3 then presents a modern approach to contemplating vulnerability to climate 
impacts that has been designed explicitly to reflect geographic diversity and uncertainty. 
Three case studies are then offered in Section 4. They have been chosen to provide 
direct evidence of the potential value of adaptation in reducing the cost of climate 
impacts, the versatility of thinking about the determinants of adaptive capacity for 
specific regions or sectors, and the feasibility of exploring both across a wide range of 
‘not-implausible’ climate and socio-economic scenarios. Concluding remarks simply 
reiterate three overarching themes: adaptation matters, geographic diversity is critical, 
and enormous uncertainty must and can be recognized and accommodated.

2. Introduction to the potential impacts of climate change
Schneider (1989) contains perhaps the most concise explanation of how the Earth’s 
atmosphere works to maintain an inhabitable temperature and how it might be altered 
by human activity. Clouds and particles in the atmosphere, together with the Earth’s 
surface, reflect roughly 30% of the incoming solar energy, but the remaining 70% of the
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energy is absorbed. This heats the surface of the Earth and the atmosphere, and it is 
then re-emitted in the infrared spectrum. An energy balance for the planet is achieved 
by this radiation, but only after energy trapped by clouds and greenhouse gases 
(GHGs) warms its surface. In fact, pre-industrial concentrations of GHGs made the 
Earth about 33 CC warmer than it would have been otherwise, and increased concen-
trations can further warm the planet. Since it is now understood that concentrations are 
increasing from human activity, the fundamental questions are clear. How much higher 
will temperatures climb, and how fast? How will this warming be distributed across the 
globe? Will some regions warm more quickly than others? Will other regions actually 
grow colder? How will higher temperatures affect sea levels? How might precipitation 
patterns change? Could warming change the frequencies and geographical distributions 
of extreme (weather) events? Might there be abrupt changes in climate?

Figure 1 displays a stylized overview of the most recent thinking on the impacts of 
climate change. It shows that the risks of adverse impacts from climate change 
measured along five dimensions increase with the magnitude of climate change indexed 
by increases in global-mean temperature. In all cases, white regions indicate no or 
neutral impacts and no risk, while increasingly shaded regions reflect increasingly 
negative impacts and significant risk. Two of the critical dimensions identified in Fig. 1 
involve estimates of economic damage: ‘Aggregate Impacts’ and the ‘Distribution of 
Impacts’. They are loose reflections of a literature that has, over the past decade or so, 
recorded estimates of the economic consequences of climate change with increasing 
geographical resolution but not necessarily with increasing accuracy. Published 
estimates show modest and, in some instances, positive impacts on market-based 
sectors with small temperature increases, but they also show that the impacts of even 
small climate change will not be evenly distributed across the globe. Developing 
countries will, in particular, be more vulnerable to the negative potential of climate 
change, and this raises the possibility that impacts could exacerbate income inequality 
between and even within countries. With larger increases in temperature, moreover, 
negative impacts would be exaggerated while net positive impacts in even developed 
countries would begin to decline and eventually turn negative (IPCC, 2001b, ch.19).

Figure 1. Overview of climate impacts as a function o f increases in global mean temperature. Areas 
with darker shading indicate larger and more dangerous impacts and associated risks. Source : early 
versions of what became Fig. 19-7 in IPCC (2001b).
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Table 1 records some of the estimates that support these conclusions; positive 
numbers denote benefits while negative numbers reflect costs. As a point of reference, 
notice that the estimates reported in 1995 by the IPCC in its Second Assessment Report 
(IPCC, 1996b) were dominated by declines in agricultural production for high and low 
climate sensitivities. Agriculture is, of course, a sector whose current practices would 
likely be threatened by higher temperatures and less precipitation. Most of the early 
estimates for agriculture (as well as for other sectors) were, however, drawn from 
vulnerability studies that paid little attention to the ability of humans and their 
institutions to reduce economic damage and expand economic opportunity by 
adapting. Moreover, most of the early studies relied on relatively primitive methods 
of tracking the different regional consequences of a 2.5 °C increase in global-mean 
temperature. It is well known that some regions would see temperatures increase by 
more than 2.5 degrees while others might actually get cooler, but there is no consensus 
about exactly how these differences will be distributed. It is also well understood that 
some areas would get wetter while others got drier. It is equally well understood that sea

Table 1. Indicative w orld im pacts by region (in percent o f  curren t G D P )

IPC C  SA R  

(2.5 °C)

M endelsohn et al. 

(1.5 °C) (2.5 °C)

N o rd h au s & Boyer 

(2.5 CC)

Tol

(1.0 °C)

N o rth  A m erica 3.4 (1.2)

U nited  States 0.3 - 0 .5

O E C D  E urope 3.7 (2.2)

EU - 2 .8

O E C D  Pacific 1.0 (1.1)

Japan - 0.1 - 0 .5

Eastern E urope/F S U 2.0 (3.8)

E astern  E urope - 0 .7

Russia 11.1 0.7

M iddle East - 2 .0 1.1 (2.2)

Latin  A m erica - 0 .1  (0.6)

Brazil - 1 .4

South /S outhest Asia - 1 .7  (1.1)

India - 2 . 0 - 4 .9

C hina 1.8 - 0 .2 2.1 (5.0)

A frica - 3 .9 - 4 .1  (2.2)

Developed countries { - 1 .0 ,  - 1 .5 } 0.12 0.30

D eveloping countries { - 2 .0 ,  - 9 .0 } 0.05 - 0 .1 7

W orld { - 1 .5 ,  -2 .0 } 0.09 0.10 - 1 .5 2.3 (1.0)

Source: Table 19-4, IPCC(2001b).
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level would rise in some places and fall elsewhere (where the coastline is actually rising 
at present). Finally, few of the early studies were able to consider the effects of changes 
in humidity, frequency of extreme temperature events, or any of the other more subtle 
physical ramifications of global wanning.

More recent cost estimates have begun to take a few small steps designed to overcome 
these shortcomings. The second column of Table 1 presents regional cost estimates of 
market impacts published recently by Mendelsohn et al. (2000) for a 2.5 °C global-mean 
warming and a 50 cm increase in sea level. Notice that the overall annual effect on world 
economic activity, a 0.1% increase, is opposite in sign to the decreases reported in the 
Second Assessment. Effects on agriculture still dominate the Mendelsohn regional 
estimates, but their regional distribution has made the largest impression on the 
research community. Table 1 shows, for example, that North America, Russia, and 
China could benefit from warming while India, Brazil, and Japan would suffer harm. It 
is important to understand, however, that Mendelsohn and his coauthors extrapolated 
statistical summaries of how various regions in developed countries have coped with 
their current climates to describe how other regions might respond if their climates 
changed and if they adapted perfectly and if relative prices were unchanged.

The third column of Table 1 reports comparable results from Nordhaus and Boyer 
(2000) for the same 2.5 °C global-mean warming and 50cm increase in sea level. They 
reported losses almost everywhere, but not because they were less sanguine about the 
ability of adaptive behavior to ameliorate damage and exploit benefits. Estimated 
damages are, instead, higher because Nordhaus and Boyer included rough representa-
tions of losses driven by extreme events (whose frequencies and distributions might 
change with the climate) as well as the reflections of the risk of sudden and severe 
change in the climate, itself.

The last column of Table 1 records cost estimates from Tol (1999) for a 1 degree 
warming in even greater geographical detail. Notice that Tol also reports standard 
deviations in parentheses; these values are best interpreted as the lower bounds of 
model-based uncertainty. Only Latin America, southern and Southeast Asia, and 
Africa suffer losses in his work, and many regions (including China again) benefit 
substantially. Modest warming might, it would seem, be a good thing; but we cannot 
leap to that conclusion too quickly. The reported standard deviations indicate a 66% 
likelihood based on model uncertainty that the true impact of a 1 degree warming 
would lie within a range that frequently includes zero.

The Nordhaus and Boyer (2000) estimates reveal the potential economic power of 
two other lines of evidence identified in Fig. 1. We know very little about one—the 
possibility that climate change might be sudden rather than smooth as the global mean 
temperature climbs. This possibility will be the focus of intensive research over the next 
few years.2 We know a little more about the second—the likelihood that even smooth 
change might increase the frequencies and/or intensity of extreme (weather) events. We 
will see in a later section that the changes in those frequencies may be important triggers

2 Several possible events that could be related to warming and could also produce sudden changes in 
climate have been identified in the recent literature. They include a shutdown of the thermohaline 
circulation in the Atlantic Ocean, a disintegration of the West Antarctic Ice Sheet, a runaway carbon 
cycle, some transformation of the distribution of continental monsoons, qualitative modifications in 
cyclical weather patterns like ENSO, a destabilization of the international political order, an so on. See 
Chapter 19 of IPCC (2001b) for brief descriptions of each.
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for economically motivated adaptation. For now, Table 2 summarizes a literature that 
is full of conjectures that many sectors could be highly sensitivity to a wide range of 
climate extremes. Few of the studies in that literature have made those claims with 
much confidence, though, particularly when it comes to attributing changes in the 
distribution of extreme events to anthropogenic climate change.

The fifth line of evidence highlighted in Fig. 1 reflects the expert judgement that ‘we 
have high confidence that the overall patterns and processes of observations reveal a 
widespread and coherent impact of 20th century climate changes on many physical and 
biological systems’ (IPCC, 2001b, pp. 914—915). The Third Assessment Report selected 
56 of the 200 studies that related trends in impacts to trends in regional climate at 
various locations around the globe to support this claim on the basis of specific criteria 
related to time frame and natural variability.3 These 56 studies investigated 
approximately 660 distinct natural processes and/or species. Many dealt with decadal 
to century-long trends in sea ice and glaciers. Others looked at change in terrestrial or 
marine ecosystems over at least 20 years. More than 59% reported changes in response 
to climate that were consistent with well-established expectations of a climate-driven 
impact. Roughly 5% showed responses in unexpected directions, and 36% showed no 
statistically significant correlation with a climate variable.

The general conclusion to be drawn from Fig. 1 is simple: climate will continue to 
change as the globe warms and it will produce demonstrable effects. The analyses that 
support this conclusion were, however, generally constructed from static snapshots of 
impacts for specific changes in global mean temperature. They therefore missed the time 
dependence of associated costs, and they subsumed enormous uncertainty about the 
geographical distributions of changes in critical climate variables other than mean 
temperature. As a result, these studies are particularly difficult to interpret from a 
global perspective because different regions of the world will warm, and sometime cool, 
at different rates. Researchers have, of course, honestly acknowledged that they have 
been looking through a lens clouded by uncertainty, geographical diversity, and site- 
specific path dependence. Theirs is not, therefore, the last word on future impacts. 
Indeed, we have just begun to confront the problem of exploring the full suite of 
geographically distributed economic implications.

3. Looking at future climate
The first step in this process continues to focus attention on future climate. Climate 
change over the long-term will be driven by complex dynamic systems about which our 
understanding is, at best, limited. Demographic patterns, socio-economic development, 
future land-use and forestry practices, political evolution, and technological change will 
all drive emissions of greenhouse gases and sulfur dioxide over the requisite century-long 
time horizon; each driver is a source of enormous uncertainty. The climate implications 
of these emissions wall, in turn, be determined by the sensitivity of the climate system to 
corresponding changes in the associated atmospheric concentrations of greenhouse 
gases and by the radiative forcing associated with sulfate aerosols—two more sources of 
uncertainty. As the research community approaches the climate issue, therefore, it must 
work with scenarios that reflect these and other underlying uncertainties.

3 See Fig. SPM-1 in IPCC (2001b) and the text of Chapter 19 for details.
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3.1. Future emissions of GHGs and the SRES scenarios

The Special Report on Emissions Scenarios (IPCC, 2000) describes forty ‘SRES 
scenarios’ that were developed to replace the earlier IS92 scenarios in a way that more 
accurately represents our understanding of these uncertainties. The SRES scenarios 
exclude ‘surprise’ or ‘disaster’ scenarios, but each is firmly rooted in one of four 
different ‘narrative storylines’ that cover a wide range of demographic, economic, and 
technological futures. The A1 ‘Rich World’ storyline describes a future with very rapid 
economic growth supporting a global population that peaks mid-century. New and 
more efficient technologies are produced and introduced easily while significant 
capacity building across the globe results in significant reductions in regional differences 
in per capita income. The A2 ‘Divided World’ storyline meanwhile describes a world 
that continues to be extremely self-reliant and heterogeneous. Economic development is 
regionally oriented so that economic growth and technological change are more 
fragmented and slower. The B1 ‘Sustainable Development’ storyline mirrors A1 
somewhat, but adds rapid changes in economic structure toward information and 
service economies. Material intensity declines with the introduction of clean and 
efficient technology driven in part by global solutions to economic, social and 
environmental sustainability, and equity. Finally, the B2 ‘Dynamics as Usual’ storyline 
brings the same orientation toward sustainability and social equity to a world that 
focuses its attention regionally much in the same way envisioned in A2. Each individual 
scenario reflects its parent storyline and describes consistently a particular variant in the 
relationship between socio-economic drivers and the emission of GHGs and sulfur 
dioxide. Moreover, the entire collection of scenarios spans much of the range of carbon 
emissions through 2100 reported in the published literature through 1999. It must be 
noted, however, that none of the SRES scenarios include mitigation initiatives like 
those that would be required if the United Nations Framework on Climate Change 
(UNFCCC) or the Kyoto Protocol were implemented.

Figure 2 presents portraits of representatives of the four SRES storylines reported by 
Schlesinger et al. (2000) in terms of population, per capita annual gross world product, 
primary energy intensity, carbon intensity, and carbon emissions.4 Panel (a) also 
includes a trajectory for the noninterventionist ‘Business As Usual’ IS92a scenario from 
IPCC (1992). Population and per capita annual income are larger in 2100 than 1990 for 
each scenario, but energy intensity and carbon intensity always decline over this time 
frame. Carbon emissions display paths that grow monotonically for three scenarios (Al, 
A2, and IS92a). Emissions peak mid-century for the B1 and B2 scenarios, though, and 
actually fall below 1990 levels by 2100 for the B1 variant. Figure 3 displays associated 
concentration trajectories for critical GHGs in panels (a) through (c).5 Carbon dioxide

4 The Al representative was produced by the Asian-Pacific Integrated Model (AIM) (see Morita et al., 
1998); the A2 scenario by the Atmospheric Stabilization Framework (ASF) (see Pepper et al., 1998); the 
B1 scenario by the IMAGE2 model (see Alcamo et al., 1998) and the B2 scenario by the MESSAGE 
model (see Gritsevskii and Gruebler, 1998).

5 The carbon dioxide concentrations trajectories depicted in Panel A were produced from the carbon-cycle 
model of the Center for International Climate and Environment Research—Oslo (CICERO) (see Alfsen 
and Berntsen, 1999); the model, based on the work by Joos et al. (1996) was provided by T. K. Berntsen 
and J. S. Fuglestvedt. M. J. Prather calculated the methane and nitrous oxide concentrations depicted in 
Panels B and C. The equivalent carbon dioxide (ECD) values were computed from the equations in Table 
1 of Myhre et al. (1998).
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Figure 2. Portraits of the SRES scenarios.
Panels (a) through (e) display global carbon emissions (gigatons of carbon per year), world population 
(in billions of people), per capita gross world product (in thousands of 1990 $ per person), global 
energy consumption (in W atts per year) per dollar of gross world product, and global carbon emissions 
per unit of energy consumption (in kilograms of carbon per W att per year) along representatives of the 
four SRES storylines, respectively. The A1 ‘Rich W orld’ storyline describes a globally integrated 
future with very rapid economic growth supporting a global population that peaks mid-century. The A2 
‘Divided W orld’ storyline describes a world with the same economic growth inhibited by extremely 
self-reliant and heterogeneous regions. The B1 ‘Sustainable D evelopm ent’ storyline incorporates rapid 
changes in economic structure toward information and service economies to an integrated future. The 
B2 ‘Dynamics as U sual’ storyline brings the same orientation toward sustainability and social equity to 
a world that focuses its attention regionally much in the same way envisioned in A2. The original 
‘Business as Usual’ IS92a is also depicted in panel (a) for reference. Source : Fig. 1 in Schlesinger et al. 
(2000).
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Figure 3. Greenhouse gas emissions and equivalent carbon dioxide equivalents for the SRES and 
IS92a scenarios.
Concentrations of critical GHGs are portrayed in panels (a) through (c). They are denominated in parts 
per million in volume (ppmv) or parts per billion for nitrous oxide (ppmb) along the SRES and IS92a 
scenarios that were depicted in Fig. 2. Panel (d) shows corresponding concentrations in terms of 
equivalent carbon dioxide units— concentrations of carbon dioxide that would be required to produce 
the same radiative forcing as the actual combinations of CO 2 , methane, and nitrous oxide. Source: Fig. 
9 in Schlesinger et al. (2000).

concentrations range from 552 ppmv for the B1 scenario to 836 ppmv for the A2 
scenario—a range that misses about 30% of the trajectories published prior to the 
SRES initiative. Panel (d) shows the combined radiative forcing of these compounds 
along each scenario denominated in equivalent carbon dioxide units (ECD)—the 
amount of carbon dioxide required to give the same radiative forcing as the three 
compounds are taken together.

Figure 4 relates the ECD trajectories of Fig. 3 to changes in the global mean surface- 
air temperature for three different climate sensitivities. These sensitivities, defined in 
terms of warming associated with doubling pre-industrial atmospheric concentrations 
of carbon dioxide, are a fundamental source of uncertainty. Our understanding can do 
little more than bound its value between 1.4 °C on the low side and 5.2 °C on the high 
side (IPCC, 2001a). Notice that the temperature trajectories for any climate sensitivity 
are not really distinguishable through the middle of the 21st century. There are.
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Figure 4. Changes in global mean temperature driven by GHG emissions with alternative climate 
sensitivities for the SRES and IS92a scenarios.
Transient temperature change scenarios are portrayed for the SRES and IS92a scenarios that were 
depicted in Fig. 2. Climate sensitivity is reflected in terms of change in global mean temperature that 
would be associated with a doubling of effective carbon dioxide concentrations. This parameter, 
denoted AT2 X, assumes values of 1.5 °C, 2.5 °C, and 4.5 °C, respectively, in panels (a) through (c). 
Panels (d) through (f) show the corresponding influence of sulfate aerosols along the same scenarios. 
Source: Fig. 10 in Schlesinger et al. (2000).
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Figure 5. Geographical distribution of annual surface-air temperature change in 2100 relative to 
2000 driven by GHG emissions with a climate sensitivity of 2.5 °C for the SRES and IS92a scenarios. 
Regional temperature changes through 2100 are depicted according to the scale on the right for the 
SRES and IS92a scenarios that were depicted in Fig. 2. The scale indicates temperature increase from a 
low of 0 °C to a high of 8 °C in colors that run from green through yellow, red, and dark purple. 
Source: Fig. 12 in Schlesinger et al. (2000).
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however, differences across scenarios over the longer term. Estimates of total warming 
through 2100 range from 1.1 °C along the B1 scenario with climate sensitivity set equal 
to 1.5 °C to 5.0 °C along the A2 scenario with climate sensitivity set equal to 4.5 °C. 
Schlesinger et al. (2000) shows that about 41% of this 3.9 °C temperature range for 2100 
can be attributed to scenario uncertainty derived from alternative views of social- 
political-economic development; but the source of the remaining 59% lies squarely in 
our fundamental uncertainty about climate sensitivity.

Figure 5 finally presents geographical distributions of surface temperature change in 
2100 relative to 2000 for the four SRES representative scenarios and the IS92a scenario 
due to GHGs alone with a climate sensitivity of 2.5 °C.6 GHG-induced warming is 
smallest in the tropical latitudes and increases toward both poles. Warming also 
increases across the scenarios from B1 through B2, A l, IS92a and finally A2. Scenario 
uncertainty clearly translates into larger geographical uncertainty, particularly in the 
Arctic, even after ignoring uncertainty about climate sensitivity.

3.2. The future role of sulfate aerosols

The recent literature has emphasized a growing recognition that emissions of sulfur 
dioxide could play a large role in determining future climate change (IPCC, 2001a). The 
same set of representative SRES scenarios can be employed to explore this possibility 
and to demonstrate how quickly our perceptions of future climate can change. Figure 6 
displays the corresponding trajectories for SO2 emissions; notice that the four SRES 
paths differ significantly from the one associated with IS92a. Panels (d) through (0 in 
Fig. 4 show their effect on global mean temperature. Figure 7 combines the effects of 
GHGs and sulfates to display net changes in global-mean surface-air temperature and 
sea level, respectively, for three climate sensitivities. Combined estimates of total 
warming and sea level rise range from 1.2 °C and 27 cm along the B1 scenario with a 
climate sensitivity equal to 1.5 °C to 4.9 °C and 72 cm along the A2 scenario with a 
climate sensitivity equal to 4.5 °C. About 38% of the temperature range and 31 % of the 
sea level range can be attributed to scenario uncertainty derived from alternative views 
of social-political-economic development; but the source of the remaining variation 
continues to lie squarely in our fundamental uncertainty about climate sensitivity.

Figure 8 brings the combined trajectories to bear on the issue of geographical 
distribution. The patterns are similar to the ones portrayed in Fig. 5 for GHGs, but it is 
important to note that the higher sulfate emissions of IS92a serve to reduce warming in 
the Arctic. If the new SRES scenarios are more representative of how the future might 
evolve, then lower sulfate trajectories can be expected to have a significant effect on 
climate projections, particularly when geographic dispersion is included in the analysis. 
Figure 8 also shows that all regions warm along all scenarios, but by differing amounts 
even for specific climate sensitivities. The increases for a 2.5 °C sensitivity, for example, 
range from 1.6 °C to 2.7 °C across scenarios B1 to A2 in the Southern Hemisphere and

6 These scenarios are the products of simulations performed separately for doubled CO2 concentration and 
independent S 0 2 emissions by the University of Illinois at Urbana-Champaign (UIUC) general 
circulation/mixed-layer-ocean model. Each case was normalized by its corresponding global-mean surface 
temperature change and time trajectories of global-mean surface temperature simulated by an energy- 
balance-climate/upwelling-diffusion-ocean (EBC/UDO) model. See Schlesinger et al. (2000) for 
descriptions of the content of these models.
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Figure 6. Sulfur dioxide emissions for the SRES and IS92a scenarios.
Emissions of sulfur dioxide denom inated in terragrams of sulfur (TgS) per year for the SRES and 
IS92a scenarios that were depicted in Fig. 2. Source : Fig. 1 in Schlesinger et al. (2000).

from 3.1 °C to 5.3 °C in Siberia. These large differences for specific regions appear in 
spite of little differentiation in global mean temperature.

3.3. Summarizing future climate for impacts analysis
IPCC (2001b) recorded ranges of exposure in terms of possible rates of change in 
precipitation and temperature, respectively, for 32 major geographical regions across 
the SRES storylines with climate sensitivities ranging from 1.5 °C to 4.5 °C.7 Wide 
ranges of uncertainty in both of these critical indicators of climate change were obvious 
for all regions. It is still not obvious, however, if these uncertainties matter in terms of 
socio-economic impacts. Large reductions in precipitation, measured in percentage 
terms, would have little effect in the Sahara, for example, but reductions in precipitation 
across eastern Africa could have significant implications for flow in the Nile and, as a 
result, for political stability and economic sustainability in the Nile Basin. Indeed, 
Strzepek et al. (2001) produced the range of ‘not-implausible’ scenarios for flow in the 
Nile depicted in Fig. 9. Drawn from climate scenarios that span the range of output 
from the SRES storylines, they include one trajectory with a 20% increase in the flow of 
the Nile into Lake Nasser by 2100; but they also include other trajectories with 
reductions as large as 80%. Could Egypt and the other countries of the Nile Basin 
adapt to these futures? That remains to be seen.

4. Adaptive capacity and improved geographical resolution
Many existing studies have been criticized for overstating the power of adaptation to 
reduce climate-related costs because their authors have applied statistical models drawn 
from the developed world to the economic environments of the developing world. These 
studies have assumed, at least implicitly, that the adaptive strategies that are available 
and practicable in the market sectors of the world’s developed economies would

7 See Fig. TS-3 in IPCC (2001b) and associated text for a summary discussion.
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Figure 7. Changes in global mean temperature and sea level rise driven by GHG emissions and 
sulfate aerosol emissions with alternative climate sensitivities for the SRES and IS92a scenarios. 
Panels (a) through (c) portray changes in global mean temperature along the SRES and IS92a scenarios 
that were depicted in Fig. 2 for climate sensitivities (A T 2 X) equal to 1.5 CC, 2.5 °C, and 4.5 °C, 
respectively. Panels (d) through (f) display the corresponding trajectories for sea level rise in 
centimeters. Source: Fig. 11 in Schlesinger et al. (2000).
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Figure 8. Geographical distribution of annual surface-air temperature change in 2100 relative to 
2000 driven by GHG emissions and sulfate aerosols with a climate sensitivity of 2.5 °C for the SRES 
and IS92a scenarios. Regional temperature changes through 2100 are depicted according to the scale 
on the right for the SRES and IS92a scenarios that were depicted in Fig. 2. The scale indicates 
temperature increase from a low of 0 °C to a high of 8 °C in colors that run from green through yellow, 
red, and dark purple. Source: Fig. 18 in Schlesinger et al. (2000).
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Figure 9. Annual flow into Lake Nasser along ‘not im plausible’ climate futures (2000 flow=l). 
Projections of annual flow from the upper Nile into Lake Nasser along nine climate scenarios that were 
chosen to span a range of ‘not im plausible’ futures. The futures were drawn to represent the variability 
displayed in a collection of over 600 runs of a hydrologic model calibrated by Yates and Strzepek 
(1998) to accept precipitation and temperature output from 14 regional global circulation models along 
five different emissions scenarios with three alternative climate sensitivities and sulfate forcing 
coefficients. Source: Fig. 4 in Strzepek et al. (2001).

routinely be available to people who inhabit the world’s developing countries. These are 
people who may face similar climate related stresses in the future, but they will face 
them in the context of extraordinarily dissimilar socio-economic circumstances.

In addition to the obvious diversity in economic context, any system’s environment 
varies from day to day, month to month, year to year, decade to decade, and so on (see 
Mearns, et al., 1997; or Karl and Knight, 1998). It follows that changes in the mean 
conditions that define those environments can actually be experienced most noticeably 
through changes in the nature and/or frequency of variable conditions that materialize 
across short time scales and that adaptation necessarily involves reaction to this sort of 
variability. This is the fundamental point in Hewitt and Burton (1971), Kane et al. 
(1992), Yohe et al. (1996), Downing (1996), and Yohe and Schlesinger (1998). Some 
researchers, like Smithers and Smit (1997), Downing et al. (1997), and Smit et al. (1999), 
use the concept o f‘hazard’ to capture these sorts of stimuli, and claim that adaptation is 
warranted whenever either changes in mean conditions or changes in variability have 
significant consequences. For most systems, though, changes in mean conditions over 
short periods of time fall within a ‘coping range’—a range of circumstances within 
which, by virtue of the underlying resilience of the system, significant consequences are 
not observed (see Downing et al. (1997) or Pittock and Jones (2000)). There are limits to
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resilience for even the most robust of systems, of course. It is therefore critically 
important to understand the boundaries of systems’ resilience; how, exactly, are the 
thresholds beyond which the consequences of experienced conditions become 
significant actually determined?

A unifying vulnerability model with which to explore this question across a wide 
range of contexts has begun to emerge.8 Any system’s vulnerability to climate change 
and climate variability will be determined by its exposure to the impacts of climate, its 
baseline sensitivity to those impacts, and its adaptive capacity. All three of these factors 
are clearly dependent on specific circumstances that can be path dependent and 
geographically idiosyncratic, and therein lies the rub. The determinants of adaptive 
capacity, for example, include:

1. The range of available technological options for adaptation.
2. The availability of resources and their distribution across the population.
3. The structure of critical institutions, the derivative allocation of decision-making 

authority, and the decision criteria that would be employed.
4. The stock of human capital including education and personal security.
5. The stock of social capital including the definition of property rights.
6. The system’s access to risk spreading processes.
7. The ability of decision-makers to manage information, the processes by which 

these decision-makers determine which information is credible, and the 
credibility of the decision-makers, themselves, and

8. The public’s perceived attribution of the source of stress and the significance of 
exposure to its local manifestations.

Table 3 summarizes the state of our knowledge about the distribution of adaptive 
capacity across many of the major regions of the globe. The numbers recorded in each 
box are designed to refer the reader back to the relevant determinant listed above, but 
those links hardly convey the major insight to be drawn from the table. The paucity of 
entries in the adaptive capacity column accomplishes this task. The open space there is 
visual evidence that the research community has a long way to go before it can claim to 
understand how each region might be able to cope with exposure to uncertain climate 
change as well as current and uncertain future climate variability.

5. Estimating of the economic cost of climate change with 
adaptation
Three themes have emerged from careful consideration of the content of Table 3 in the 
context of the vulnerability model just described; and each can be viewed as a challenge 
for the research community. First of all, adaptation can reduce the economic cost of 
exposure to climate change and climate variability, but adaptation cannot be expected 
to eliminate all of those costs. Secondly, the potential role of adaptation in reducing 
costs depends on the adaptive capacity of the exposed community, region, or sector and 
the certainty with which that community, region or sector can predict future climate 
and separate its signal from the noise of climate variability. Finally, a third theme 
follows from the second. The uncertainty that confounds climate researchers confounds

8 See Chapter 18 in IPCC (2001b) for a thorough discussion of these points.
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policy makers, as well. Methods must be devised that accommodate a wide range of 
uncertainty and ambiguity even as researchers struggle to understand the relative 
efficacy of adaptation across the globe from the perspective of those policy makers. This 
section will review three case studies chosen from the authors’ experience to illustrate 
these themes and to offer at least one method with which their inherent challenges might 
be overcome.

5.1. The economic cost of sea level rise along the developed coastline of the 
United States

A series of studies that estimated the economic cost of sea level rise on developed 
property in the United States can provide evidence of the importance of adaptation and 
the implications of recognizing extreme events in that context. The series began when 
Yohe (1989) produced estimates of the cost for the United States under the assumption 
that none of its coastline would be protected. This earliest work reported only the 
current value of all of the property that would, without any intervention, be inundated 
by rising seas through the year 2100. Yohe et al. (1996) subsequently reported estimates 
for the same representative sample of coastal locations that were derived from a model 
that allowed property values to appreciate over time and included decisions to protect 
or to abandon property at a very micro-level. Even with no foresight and therefore no 
autonomous adaptation, planned adaptation based on cost-benefit analyses of 
protection options reduced economic costs by 90% along sea level rise scenarios that 
spanned the IPCC-SAR range of possibilities through the year 2100 (10 cm to 90 cm).9 
Adding perfect foresight allowed market-based autonomous adaptation to reduce 
estimated costs by another seven percentage points across the same wide range of 
sea level futures.10 In both cases, though, some residual damage remained because not 
all property was protected and because protection was not free. The difference between 
the first two estimates reflects the significant role that planned adaptation can play in 
affecting the costs associated with climate change. The difference between the second 
two estimates reflects the significant role that autonomous adaptation can play in 
augmenting those plans.

Subsequent work by West and Dowlatabadi (1999) inserted a stochastic time series of 
coastal storms into the same methodology and applied the resulting model to a 
representative community; their results offer preliminary insight into how climate 
variability and extreme events might influence estimates of the economic cost of climate 
change. In their model, storms could destroy or damage property directly by rain and 
wind or indirectly from erosion; but damaged structures could be rebuilt if the expected 
value of reconstruction exceeded the cost. This decision rule allowed the same structure 
to exist multiple times in multiple storms (and it could be a structure that would 
ultimately be abandoned in the face of rising seas). It also allowed a property destroyed 
by a storm not to be rebuilt so that damage could be correctly attributed to storms and

9 Planned adaptation worked to protect property when the cost of that protection was less than the cost of 
abandonment, but residual losses in property that was nonetheless abandoned (between 10% and 33% of 
the developed coastline depending upon the sea level trajectory) were observed.

10 Autonomous adaptation worked to depreciate the value of threatened structures to zero if they were to be 
abandoned. These structures may or may not have been protected without this depreciation and with 
property value appreciation and so autonomous adaptation produced a measurable efficiency gain.
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not to rising seas. Running multiple manifestations of the same stochastic storm profile 
over 50 years with and without sea level rise showed that the cost that could be 
attributed to rising seas could increase costs by as much as 50% (relative to the perfect 
foresight base). But the cost could also fall by as much as 10% if large storms claimed 
significant property before the rising seas took their toll.

5.2. Applying the concept of adaptive capacity

Informed by a Workshop on Adaptation in Coastal Zones held in Charleston, South 
Carolina in Februrary of 1999, Dowlatabadi and Yohe (2000) argue that adaptation to 
sea level rise and coastal storms along the North American coastline can be expected to 
be so effective in reducing the economic cost of sea level rise because adaptive capacity 
is so high. Indeed, a coastal community located on the Atlantic shore would score high 
marks for each determinant. Protection options are plentiful. Resources are available. 
Local planning and emergency management agencies are well supported by a federal 
infrastructure and can process information well. Property rights are well defined. 
Property owners have direct access to private and public insurance; and the public at 
large recognizes the risk of living near the ocean. The relative efficacy of protective 
measures may be questionable, particularly along the open coastline, but long-term 
retreat from the sea is also a viable option in most states. It remains to be seen, 
however, if organizing research around the determinants of adaptive capacity would be 
an effective diagnostic tool in cases where the evidence is not as clear as it is in the 
United States.

Tol et al. (2001) report on an extensive assessment of adaptation against the 
increased risk of climate-induced flooding in the Rhine Delta; and their work can 
support an instructive application of the vulnerability model to examine this issue. Six 
feasible options for the Netherlands were identified by major consultancies: (1) store 
excess water in Germany; (2) accept more frequent floods; (3) build higher dikes; (4) 
deepen and widen the river bed; (5) dig a fourth river mouth; and (6) dig a bypass and 
create a northerly diversion.

Just as in the United States, macro-scale forces tend to dominate in this Dutch 
setting. Resources would be available for any option. The Netherlands is the eleventh 
largest economy in the world (by PPP), and the distribution of resources across the 
population is irrelevant because flood protection is administered by the national 
government. The structure of critical institutions, the derivative allocation of decision-
making authority, and the decision criteria could be more problematic, however. Water 
management and land use planning are administered by separate agencies; as a result, 
pressure to expand into the flood plain can limit the options for water management 
because of conflicts among many stakeholders. Indeed, public works are increasingly 
decided through direct participation of the population; long postponements result, and 
radical solutions are disadvantaged. The stock of human capital, including education 
and personal security, is very high in the Netherlands, though; and Dutch water 
engineers are among the best in the world. The stock of social capital is also high. The 
Netherlands is a consensus-oriented society in which the collective need is an effective 
counterweight to individual interests. Property rights are clearly defined, and the 
judiciary is independent. The system’s access to formal risk spreading processes is 
limited because flood insurance cannot be purchased. Decision-makers are quite 
capable of managing information and determining which is credible; as a result, their
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decisions are generally taken to be credible. Dutch bureaucrats are typically well educated 
and supported by able consultancies; but an ‘old-boy’ network of professors, civil 
servants, and consultants controls water management practices. The public, as well as 
the water managers, are well aware of climate change and its implications for flood risk.

Table 4 offers expert judgment into how these macro-scale observations might be 
translated into the micro-scale determinants of each of the options. The strength of 
each determinant was scored on a subjective scale from 0 on the low side to 5 on the 
high side. The low score for storing water is a reflection of the international cooperation 
that would be required to implement and to manage such a scheme. Accepting floods, 
creating a fourth mouth for the river, and constructing a bypass also scored low marks, 
but their deficiencies were far less ubiquitous; instead, specific determinants like 
distributional ramifications and/or risk spreading were sources of weakness. Higher 
dikes and manipulating the river bed were awarded higher scores, but neither is perfect. 
Indeed, manipulating the river bed would appear to be most feasible, but it is hampered 
by a relatively low efficacy factor; i.e., such a plan could not eliminate the risk of 
flooding. On the other hand, higher dikes face participation difficulties on the feasibility 
side, but could offer extremely effective flood protection. The results of organizing an 
examination of adaptive capacity around its underlying determinants are thus 
surprisingly pessimistic. Each alternative, for one reason or another, has a weakness 
that can be discovered by a process that looks at each determinant in turn.

5.3. Coping with enormous uncertainty

The third and final application looks at adaptation under enormous uncertainty in a 
different context—a less well developed economy contemplating macro-scale adapta-
tions to climate change. Strzepek et al. (2001) described a process by which ‘not 
implausible’ climate scenarios were selected for Egypt as the first step of a project 
designed ultimately to conduct detailed integrated assessments of their impacts across a 
range of similarly ‘not implausible’ socio-economic scenarios.11 Recall that Fig. 10 
displays nine representative climate scenarios in terms of flow into Lake Nasser. Each 
was driven by specific assumptions about GHG and sulfate emissions, climate and 
sulfate aerosol sensitivities, and the results of some specific global circulation model; 
but each was selected for its value in representing a wide range of futures that cannot, as 
yet, be discarded as completely impossible. Taken together, they span a range of 
outputs produced by running COSMIC for rainfall and temperature for nine upstream 
countries through a hydrological model authored by David Yates and Kenneth 
Strzepek; and they provide an arena in which the robustness of alternative adaptations 
and the value of climate information can be evaluated.12

A careful review of Fig. 9 sets the stage for thinking about the ramifications of 
alternative socioeconomic scenarios, especially with a view towards framing experi-
ments designed to investigate the role of three possible macro-scale adaptations: 
municipal recycling, drip irrigation, and groundwater pumping. Scenario 1 could 
produce favorable outcomes from climate change as long as potential floodwaters could

11 The method employed to select the representative scenarios is fully developed in Yohe et al. (1999).
12 See Yates and Strzepek (1998) for a description of the hydrologic model and Strzepek et al. (2001) for its 

accommodation of COSMIC inputs; see Schlesinger and Williams (1998) for a description of COSMIC.
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Table 4. Evaluating the determinants of adaptive capacity for flood control options along 
lower Rhine deltaa

Determinant Store water Accept floods Higher dikes River bed 4th Mouth Bypass

2. Resources 1 3 4 4 1 1
3. Institutions l 1 3 4 1 2
4. Human capital 1 2 5 4 4 3
5. Social capital 1 3 4 5 2 2
6. Risk spreading 2 1 5 4 4 3
7. Information 1 2 4 4 2 2
8 Awareness 3 3 5 5 3 3
Feasibility factor^ 1 1 3 4 1 1
Efficacy factor0 0.8 1.0 1.0 0.6 0.8 0.6

Notes:
aThe numbers recorded in the table indicate subjective ratings of the strength of each determinant of adaptive 
capacity for each adaptation option on a scale from 1 (very weak) to 5 (very strong). The numbers preceding 
each determinant refer back to the list in the text.
^The feasibility factor is an overall ranking index; it is the minimum of the subjective ratings across all 
determinants.
^ h e  efficacy factor is a subjective judgment of likelihood that the indicated option will effectively eliminate 
the threat of flooding.
Source: Yohe and Tol (2002).

be diverted into vacant and domestic regions of the Sahara Desert. Flow into Lake 
Nasser would be stable along this scenario through 2030 and then climb over the next 
70 years. Scenarios 2 and 3 would be relatively benign. Flow would fall by roughly 8% 
by 2030, but that level would be maintained across the rest of the 22nd century. 
Scenarios 4 and 8 would also portend modest climate change with a gradual decline by 
2100 of approximately 12%. Scenario 6 offers the first portrait of serious shortfall in 
Nile flow. Flow would fall by 25% by 2025, thereby tracking even the worst climate 
outcomes over the near-term; but it would decline only gradually thereafter for a total 
reduction of 40% by 2100. Scenario 5 tracks scenario 6 through 2025, but subsequent 
reductions would be more severe. Indeed, flow into Lake Nasser would be 55% and 
65% lower then the present value by 2067 and 2100, respectively. Finally, scenarios 7 
and 9 would produce the worst outcomes in terms of climate change. Near-term 
reductions of 30% by 2025 are not much worse than 5 and 6; but flow falls by 75% by 
2067 and by 80% around the turn of the next century.

Motivated by an understanding of the critical role played by the determinants of 
adaptive capacity, Strzepek et al. (2001) highlighted the potential significance of high- 
capital and low-capital futures in evaluating the potential for effective adaptation. 
Variation across socio-economic futures captured this distinction in a Ramsey-style 
growth model with three different population trajectories and high or low settings for 
three critical parameters: nonagricultural productivity growth, growth in agricultural 
yields, and investment efficiency. Since domestic food security is a critical policy 
objective of the Egyptian government, favorable and unfavorable terms of trade were 
also considered. Fig. 10 displays the results of running the growth model without
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Figure 10. Economic output for Egypt along ‘Not Im plausible’ Climate and Socio-Economic 
Futures.
The vertical axis reflects an index of the sum of consumption goods and food available to the Egyptian 
population in the year 2067 as a fraction of 2000 totals for over 900 climate/socio-economic scenarios. 
The horizontal axis indicates the proportion o f total food consumption actually grown domestically. 
Source : Fig. 3 in Yohe et al. (2002).

adaptation for 600 combinations of climate and socio-economic futures in terms of an 
index of Egyptian food self-sufficiency and total food plus consumable good 
consumption in the year 2067.13

Allowing adaptation to climate along 36 of the 600 + scenarios, themselves selected 
to represent of the diversity displayed in Fig. 10, showed that adaptation could make a 
significant difference in Egypt, especially for pessimistic climate scenarios. Panel A of 
Fig. 11, for example, links outcomes in 2067 with and without adaptation for four 
socio-economic scenarios for the middle population trajectory along climate scenario 3. 
Notice that the value of adaptation is seen most clearly in terms of increased food self- 
sufficiency, sometimes at the expense of some economic activity. Panel B meanwhile 
links outcomes for the same scenarios for the same population trajectory along the 
most pessimistic climate future—scenario 9. Here, adaptation was devoted to increasing 
economic activity. Moreover, food security suffers in three cases, and quite substantially

13 The year 2067 was chosen for display because it reflects a point in the relatively distant future by which 
time the nine climate scenarios had, for the most part, diverged. The implications of climate and 
socioeconomic circumstances were therefore fully represented. The self sufficiency coefficient reflects the 
proportion of total food consumption supported by domestic food production.
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Figure 11. Panel A displays outcomes in 2067 along four representative socio-economic scenarios 
and climate scenario 3 depicted in Fig. 9 with median expected population growth. Smaller points 
indicate outcomes without adaptation; larger points connected by dotted lines indicate outcomes with 
efficient adaptation (drip irrigation and municipal recycling). Panel B displays comparable results 
along climate scenario 9; adaptation now includes groundwater pumping beginning around 2025 and 
significant reallocation o f domestic investment in anticipation of the enormous investment required to 
deliver this water to major population centers.

in two where economic robustness is hampered by inefficient investment (scenarios E 
and F). In fact, only along scenario C, marked by high efficiency in investment and the 
agricultural sector, could both policy objectives improve with adaptation. The results 
therefore show that socio-economic context of the sort suggested by the determinants of 
adaptive capacity mattered. Indeed, scenarios hampered by inefficient investment 
displayed diminished capacities to adapt along either the food security or the economic 
activity scale, or both. It is, finally, significant that food security was the major 
beneficiary of adaptation to all climates but the most severe.
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How much would it be worth to the Egyptian economy to know that it should expect 
climate scenario 3 rather than 9, or the other way around? The value information like 
that is critically dependent upon the specific properties of the adaptative response under 
consideration. Improved ex ante information can hold negligible value for adaptations 
that are tied directly to direct observations of current circumstances as the future 
unfolds as long as the appropriate signal o f change can be effectively distinguished from 
the surrounding noise. Improved information can, by way of contrast, be enormously 
valuable for adaptations that involve significant investment in infrastructure and/or 
significant reallocations of resources in anticipation of that investment. Drip irrigation 
and municipal recycling fell relatively well into the first category; either would involve 
modest investment in small projects that could efficiently come on line as climate 
change produced incremental need. Drilling for groundwater below the Sahara and 
pumping it to where it would be needed would, however, lie squarely in the second.

Reflecting current expectations of the Egyptian Ministry of Water and Irrigation, the 
growth model undertook direct investment in pumping groundwater only when five- 
year average flows into Lake Nasser fell 25% below current levels, but that turned out 
to be only half of the story. The perfect foresight assumed in its Ramsey formulation 
allowed the economy to reallocate capital between the agricultural and non-agricultural 
sectors well in advance of that date. As a result, information that could support early 
differentiation between two strikingly different climate futures could be expressed as 
measurable fractions of current GDP—roughly 0.5% of current GDP in present value. 
In addition, planning for bad news and adapting to good was shown to be a better 
choice than the other way around. Indeed, increased climate variability made it even 
better to ‘plan for the worst’ because it made the climate signal more difficult to detect 
and therefore delayed possible ‘midcourse’ corrections in adaptation and investment 
plans.

6. Concluding remarks
We began with a warning that it would be imprudent to reflect the content of the Third 
Assessment Report in terms of costs and benefits distributed across globe along one or 
two specific climate change scenarios. It is a warning that is entirely consistent with one 
of the fundamental conclusions of that report:

C u rren t knowledge o f ad ap ta tio n  and adaptive capacity  is insufficient for reliable prediction o f  
adap ta tions; it also is insufficient for rigorous evaluation  o f  p lanned  ad ap ta tio n  options, 
m easures and  policies o f  governm ents . . . G iven the scope and  variety  o f  specific adap ta tio n  
op tions across sectors, individuals, com m unities and  locations, as well as the variety o f 
partic ipan ts— public and  private— involved in m ost ad ap ta tio n  initiatives, it is probab ly  
infeasible to system atically evaluate lists o f ad ap ta tio n  m easures; im proving and applying 
know ledge on the constrain ts and  opportun ities for enhancing adaptive capacity  is necessary to 
reduce vulnerabilities associated w ith clim ate change, (p. 880)

This is not to say that all is lost. The take-home message is simply that future research 
has a long way to go if it is to come to grips with the diversity of the socio-political- 
economic environments that produce wide ranges of sensitivities and imply enormous 
variances in adaptive capacity. Geographic diversity and enormous uncertainty are the 
sources of challenge for building and exercising methods so that the next assessment of 
the state of knowledge will not be so pessimistic. It goes without saying that 
geographically centered economic research has a significant role to play here.
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Abstract----- This paper examines the historical effects of the El Nino-
Southern Oscillation (ENSO) cycle on world prices and economic activity. 
The primary focus is on world real non-oil primary commodity prices, 
although the effects on G-7 consumer price inflation and GDP growth are 
also considered. This paper has several distinct advantages over previous 
studies. First, several econometric models are estimated using fairly broad 
measures of prices and economic activity. Second, the models include 
continuous measures of ENSO intensity (sea surface temperature and 
sea-level air pressure anomalies in the Pacific Ocean) rather than dummy 
variable measures. Finally, confidence intervals are constructed for all. 
estimated effects of ENSO on world prices and economic activity. The 
analysis indicates that ENSO has economically important and statistically 
significant effects on world real commodity prices. A one-standard- 
deviation positive surprise in ENSO, for example, raises real commodity 
price inflation about 3.5 to 4 percentage points. Moreover, ENSO appears 
to account for almost 20% of commodity price inflation movements over 
the past several years. ENSO also has some explanatory power for world 
consumer price inflation and world economic activity, accounting for 
approximately 10% to 20% of movements in those variables.

I. Introduction

This paper examines the historical effects of the El 
Nino-Southern Oscillation (ENSO) cycle on world pri-

mary commodity prices, as well as other measures of world 
economic activity. There is, of course, an extensive litera-
ture devoted to estimating the effects of weather on eco-
nomic activity. The bulk of this work concerns the effects of 
relatively high-frequency changes in weather on economic 
activity. Although the importance of weather varies by 
geographic region and by industrial sector,1 a plethora of 
studies have documented the effects of precipitation and 
temperature on agricultural production,2 energy demand,3 
and construction activity.4 In addition, Saunders (1993) 
found that Wall Street weather has significant psychological 
effects on daily stock market returns.

There is also a great deal of interest in the effects of 
low-frequency weather developments on economic activity. 
Following Jevons (1884), a number of studies examined the 
relationship between sunspot cycles (11-year to 100-year 
cycles) and atmospheric changes, crop production, and 
broader measures of economic activity. More recently, 
economists have turned their attention to the possible eco-
nomic consequences of global warming; see Mendelsohn,

Received for publication May 12, 1999. Revision accepted for publica-
tion October 23, 2000.

* International Monetary Fund.
I would like to thank Neil Ericsson, Caroline Freund, Bill Helkie, Dave 

Howard, Karen Johnson, Eric Leeper, Andy Levin, John Rosine, Ted 
Truman, and three anonymous referees for extensive comments on earlier 
versions of this paper. This paper was written while I was a staff 
economist at the Board of Governors of the Federal Reserve System. The 
views expressed in this paper are mine and do not necessarily reflect those 
held by any member of either institution. I am responsible for any errors.

1 See Norrbin and Schlagenhauf (1988).
2 This literature dates back to at least Day (1965).
3 See Lawrence and Aigner (1979), EPRI (1981, 1983), Engle et al. 

(1986), and Maddala et al. (1997).
4 See, for example, Solomou and Wu (1997).

Nordhaus, and Shaw (1994), Cline (1996), and their cited 
references.

Surprisingly, little attention has been directed toward 
understanding the significance of medium-frequency 
weather fluctuations, such as ENSO events. Some of the 
notable exceptions are Handler (1983), Adams et al. 
(1995), Debelle and Stevens (1995), and Solow et al.
(1997). These studies are of only limited use, however, in 
understanding the importance of ENSO to the world 
economy. First, they focused on a small number of 
commodities and certain geographical areas thought to be 
significantly affected by ENSO. Consequently, one can-
not conclude whether ENSO has any implications for 
broader measures of prices and economic activity. Sec-
ond, none of these studies put confidence bounds on their 
calculated effects. As a result, it is difficult to draw any 
firm conclusions about the statistical importance of these 
phenomena for prices and economic activity. Finally, 
these studies used dummy variables to designate years in 
which there was unusual climactic activity.5 Thus, rela-
tively weak ENSO events were averaged with more- 
severe episodes, and La Nina events were either ignored 
or were treated as symmetric to El Nino events. In any 
case, this likely biased the estimated effects toward zero 
and toward insignificance.

This paper makes several important contributions to this 
literature. First, several simple econometric models are 
constructed to study the global economic consequences of 
the ENSO cycle. The primary focus of these models is on 
the effects on world real non-oil primary commodity prices 
(as measured by IMF commodity price indices), although 
the effects on G-7 consumer price inflation and GDP growth 
are also considered. Second, the models include continuous 
measures of ENSO intensity (sea surface temperature and 
sea-level air pressure anomalies in the Pacific Ocean) rather 
than dummy variable measures. Finally, confidence inter-
vals are constructed for all estimated effects of ENSO on 
world prices and economic activity.

The analysis indicates that ENSO has economically im-
portant and statistically significant effects on world com-
modity prices. A one-standard-deviation positive surprise in 
ENSO, for example, raises real commodity price inflation 
about 3.5 to 4 percentage points. Moreover, ENSO appears 
to account for almost 20% of commodity price inflation 
movements over the past several years. ENSO also has 
some explanatory power for world consumer price inflation 
and world economic activity, accounting for about 10% to 
20% of movements in those variables.

5 Debelle and Stevens—using a continuous measure to model Australian 
output—is one exception.
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The remainder of this paper is organized as follows. 
Section II briefly reviews the general characteristics of 
ENSO events and describes the ENSO measures used in the 
econometric analysis. Section III describes the econometric 
approach, and section IV discusses the estimated effects of 
ENSO on commodity prices, world consumer price infla-
tion, and world economic activity. Concluding remarks are 
provided in section V.

II. ENSO and World Commodity Prices

During “normal” seasons in the tropical Pacific, a persis-
tent high-pressure system is located off the west coast of 
South America and a persistent low-pressure system off the 
east coast of Australia. As a result, the prevailing surface 
winds in the tropical Pacific are “easterlies,” blowing from 
east to west. These winds tend to push warm surface water 
from the eastern and central regions of the equatorial Pacific 
toward Asia and Australia, providing these regions with 
precipitation that is useful for both agricultural and indus-
trial uses. In the eastern regions of the Pacific, cold, nutrient- 
rich water comes up from below to replace the displaced 
warmer water, leading to ideal living conditions for many 
cold-water tropical fish and providing an economic liveli-
hood for the South American fishing industry.

Periodically, these patterns are disrupted by anomalous 
shifts in atmospheric pressures and sea surface temperatures 
in the Pacific. Occasionally, during La Ninas, the high- and 
low-pressure systems intensify, the prevailing easterlies 
become stronger, and ocean temperatures plummet. At other 
times, during El Ninos, the low- and high-pressure systems 
actually switch positions, causing the easterlies to weaken 
and often become westerlies. In that case, warm surface 
water accumulates and often gets pushed toward the Pacific 
coasts of the Americas. This complex, cyclical interaction 
between the atmosphere and the ocean in the Pacific is 
called the El Nino-Southern Oscillation (ENSO).

The intensity of an ENSO event can be measured in 
several ways. Two widely cited measures of an ENSO's 
severity are sea surface temperature (SST) anomalies— 
deviations between sea surface temperatures in a given 
region and the region's historical average— and Southern 
Oscillation Index (SOI) anomalies, which are deviations 
between air-pressure differentials in the South Pacific and 
their historical averages.6 SOI anomalies for the Pacific and 
SST anomalies for the so-called “Nino3.4” region (a central 
region of the Pacific) are illustrated in figure l .7 As the chart 
shows, the two measures are highly but not perfectly cor-
related. Indeed, the measures offer a somewhat different 
view of the 1997-1998 El Nino event. The SST anomaly

6 Other measures o f ENSO's severity include sea-level air temperature 
and windspeed anomalies.

7 This paper uses SST and SOI data from 1950 to the present. Although
these measures are available intermittently back to the late 1800s, data 
prior to WWII are not direcdy comparable to more recent data, and they 
are often deemed unreliable.

F ig u r e  1.— Two M e a s u r e s  o f  ENSO In t e n s i t y

measure reached an all-time high in late 1997, whereas the 
SOI anomaly measure is in line with previous El Nino 
episodes.

The chart also indicates that the time series properties of 
ENSO events are similar to those for business cycles. Most 
importantly, the ENSO cycle is characterized by two alter-
nating but persistent phases: the El Nino and the La Nina 
phases. El Ninos, for example, typically occur at intervals of 
three to seven years and last about two years. They also vary 
greatly in their intensity. The 1982-83 and 1997-98 El 
Ninos were quite severe and had devastating effects in many 
regions of the world, whereas the 1994-95 El Nino was 
relatively mild.

Although ENSO events arise in the Pacific Ocean, they 
have far-reaching effects on the world's weather. The expe-
rience of the 1982-83 El Nino highlights the possible 
consequences of a severe ENSO event.8 That episode began 
in May 1982, when easterly winds weakened and shifted to 
westerlies. As warm surface water accumulated off the 
Pacific coasts of the Americas, many tropical fish were 
killed and others were sent to colder regions, thus harming 
fishing industries (especially anchovy and sardine indus-
tries) from Chile to British Columbia.

In addition, the 1982-83 El Nino created important 
global atmospheric disturbances, as high-altitude jet stream 
winds were altered, affecting weather patterns in Asia, in 
North and South America, and as far away as Africa. 
Ecuador and Peru, for example, received about seven years 
worth of rain in four months, causing extensive flooding and 
the destruction of several cities. In contrast, India, Indone-
sia, Malaysia, and Australia suffered droughts and disas-
trous forest fires. Abnormal wind patterns steered typhoons 
toward Hawaii and Tahiti rather than toward the Asian 
continent. In the United States, winter storms battered 
southern California and caused widespread flooding across 
many of the southern states, while more northern states 
experienced unseasonably mild weather.

8 The most recent El Nino paralleled the 1982-83 episode in most 
respects. La Ninas generally produce climate anomalies that are opposite 
to those of El Ninos.
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F ig u r e  2 — IMF Co m m o d it y  Pri ce  In fl a t io n  and  SST A n o m a l ie s

A substantial amount of anecdotal evidence suggests that 
ENSO events have an important influence on the world's 
production of primary commodities. Some of ENSO's ef-
fects on commodity production are direct. For example, 
during the most recent El Nino, extensive rainfall washed 
away rice crops in Ecuador and flooded copper mines in 
Chile and Peru. Drought conditions parched Australian 
wheat crops and resulted in forest fires in Indonesia. The El 
Nino had important indirect influences, as well. For exam-
ple, excess moisture led to pestilential attacks on California 
vegetables. Drought shut down some mining firms in Indo-
nesia that relied on hydroelectric power and waterway 
transportation, and drought prevented heavy ships from 
passing through the Panama Canal, which relies on water 
from nearby lakes to raise and lower ships. Analogously, La 
Ninas also have both direct and indirect influences.

Despite the ample anecdotal evidence, however, only a 
few economic studies have focused on the possible conse-
quences of ENSO for world economic activity— for world 
production, prices, and international trade. This paper pro-
vides an important step in that direction by focusing on the 
link between ENSO and world commodity prices and, to a 
lesser extent, world inflation and economic activity.

Figure 2 charts the recent historical relationship between 
a measure of real commodity price inflation (the solid line) 
and the SST measure of ENSO intensity (the dashed line).9 
The commodity price measure is derived using the IMF's 
index of non-oil primary commodity prices and the average 
CPI inflation rate for the G-7 countries.10 There is a surpris-
ingly close association between SST anomalies and com-
modity price changes, given the large array of other factors 
that are likely to affect commodity prices (for example, 
world economic activity). As figure 2 indicates, El Ninos are 
generally associated with subsequent real commodity price 
increases, whereas La Ninas are associated with price de-

9Because most measures of ENSO are highly correlated, most of the 
following analysis focuses on just the SST measure. Results using the SOI 
measure are available in Brunner (2000).

10 With the exception of the ENSO measures, all variables were con-
structed using the IMFs I n t e r n a t i o n a l  F i n a n c i a l  S ta t i s t i c s .  See the ap-
pendix for a description of the data.

dines. The 1982-83 El Nino had a very dramatic effect on 
commodity prices, although the 1972-73 and 1986-87 El 
Nino events were also important contributors to commodity 
price inflation in those years. For La Ninas, the 1973-74 and 
1987-88 events were particularly influential on commodity 
price deflation in those years.

Much of the correlation between ENSO and commodity 
prices is accounted for by the food component of the overall 
index (not graphed), although there is a weaker correlation 
between the ENSO indexes and agricultural raw material 
prices and metals prices. These results are roughly consis-
tent with the anecdotal evidence just discussed. During the 
1982-83 El Nino event, for example, grain and oilseed 
prices rose sharply in late 1982 and early 1983, both 
because of droughts in Asia and Australia and because of the 
displaced fish population. (Soybean meal is a close substi-
tute for fishmeal.) Supply disruptions in Southeast Asia 
(droughts) and South America (floods) also put some up-
ward pressures on copper prices. Finally, cocoa and (to a 
lesser extent) coffee prices were pushed up due to dry 
conditions in Malaysia and Indonesia and due to excessive 
rainfall in South America.

Figure 3 charts the historical relationship between SST 
anomalies and G-7 inflation and GDP growth rates. These 
relationships are not as tight as the relationship between 
measures of ENSO and world commodity prices. Neverthe-
less, there is a small positive relationship between the

F ig u r e  3.— G-7 In fl a t io n  an d  GDP a n d  SST An o m a l ie s
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ENSO and both inflation and economic growth, especially 
during the particularly strong phases of the cycle that were 
discussed earlier.

III. The Econometric Approach

To better gauge the effects of ENSO events on world 
prices and growth, several vector autoregressive (VAR) 
models were estimated. Each four-variable VAR model 
contained E N S O t , a measure of ENSO intensity. ENSO,  was 
either the SST anomaly or the SOI anomaly measure. Each 
model also included the average CPI inflation rate (Trf) and 
the average GDP growth rate (Ayt) for the G-7 countries. 
Finally, each VAR contained a measure of real commodity 
price inflation (,nf) -  irf). The real commodity price infla
tion measures were based either on the IMF’s five index 
measures of non-oil primary commodity prices (foods, bev
erages, agricultural raw materials, metals, and all non-oil 
commodities) or on one of the 33 individual commodity 
prices that compose the overall index.

The models were of the following form:

E N S O ,  = pl, + A ]]( L ) E N S O , - l + e, (1)

X, = + A 2l( L ) E N S O ,  + A22(L) X,_, + T),

where

e , / o ' o\2 0 1 \
.■Hi. 0 ’ o M

and where ENSO , represents a measure of E N SO  intensity; 
X, = ['ir,p -  Trf Ttf Ay,]; jxs and cps are seasonally varying 
constants; An(L), A2i(L), and A i 2{L) are polynomials in L, 
the lag operator; e, is a exogenous shock to ENSO,; and T|, 
is a 3 X 1 vector of innovations to X,.

Several aspects of the specification in equation (1) and (2) 
deserve discussion. First, it seems reasonable that ENSO 
events are not influenced contemporaneously by economic 
events. Thus, ENSO ,  is assumed to be weakly exogenous, 
affecting X, contemporaneously but not vice versa. This 
assumption also identifies the ENSO shocks (e,) as being 
orthogonal shocks; that is, e, and tj, are assumed to be 
uncorrelated. Second, the idea that ENSO events are strictly 
exogenous— as shown in equation (1)— is a testable hypoth
esis given the assumption of weak exogeneity. Indeed, Wald 
tests revealed ENSO ,  is uncorrelated with lags of X, at 
conventional significance levels. Third, is expected to be 
nondiagonal; that is, the individual innovations within tj, are 
correlated. However, because the focus of this analysis is 
entirely on the role of e, (which is uncorrelated with r\,), it 
is not necessary to make any orthogonalizing assumptions 
about %  Finally, it should be noted that the economic 
variables in equation (1) are expressed as first differences. 
Augmented Dickey-Fuller tests indicated that the ENSO 
measures are 1(0), whereas the economic variables are 1(1) 
in log levels and 1(0) in first differences. Because there was
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T a b l e  1 .— G r a n g e r  C a s u a l i t y  Te s t s  f o r  Im p o r t a n c e  o f  ENSO  t o  
W o r l d  E c o n o m ic  A c t iv i t y

_______________XT =  D5 4- Ah (L) ENSO, +  A22(L) X ,- i +  H,______________

Significance Level of x2(18) Test 
for A2i(L) = 0 where:

IMF Commodity Price Index E N S O , “  S S T ,  E N S O , ** S O I ,

All primary commodities 0.07 <0.01
Food <0.01 <0.01
Beverages 0.03 <0.01
Average raw materials 0.20 0.01
Metals <0.01 <0.01

no evidence of cointegration among the variables in log 
levels, the economic variables were expressed in first- 
difference form.

The VAR models were estimated using quarterly data 
from 1963 through 1998. Based on a sequence of general- 
to-specific likelihood ratio tests, it was determined that an 
appropriate lag length for all of the VARs is six quarterly 
lags.11 The estimated model coefficients showed some evi
dence of instability, mostly associated with the equations 
describing the evolution of consumer price inflation. This is 
not too surprising given the high and volatile inflation rates 
seen in the 1970s relative to the lower and fairly stable rates 
seen in the rest of the sample period. (See figure 3.)

IV. The Estimation Results

Does ENSO have any explanatory power for the eco
nomic variables in the models? Table 1 presents the results 
of Granger causality tests for the importance of ENSO for 
each of the ten VAR models. The first column of the table 
denotes the commodity price measure ('Tr̂ p) used in the VAR 
model, and the second and third columns represent the two 
different measures of ENSO intensity (E N S O , ). Each of the 
ten entries in the table denotes the respective significance 
level of a x2 test for whether A 2\(L) in equation (1) is 
statistically different from zero.

A couple of aspects of the results in table 1 are worth 
noting. The SOI anomaly measure of ENSO intensity ap
pears to have a much stronger statistical relationship with 
the economic variables than the SST anomaly measure does. 
This is true regardless of which commodity price measure is 
being used. On the other hand, the statistical significance of 
the SST measure is somewhat sensitive to the commodity 
price measure that is being included in the VAR model. In 
particular, the SST measure is not statistically significant at 
the 5% level when all primary commodity prices or when 
agricultural raw material prices are included in the model. 
The statistical importance of the SST measure is somewhat 
stronger, however, when prices of food, beverages, and 
metals are included.

11 The Schwarz and Akaike information criteria yielded the same choice 
of lag lengths.

( 2)
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Figure 4 report the impulse response functions associated 
with surprises in ENSO for one of the ten estimated models. 
The model illustrated by figure 4 included SST anomalies 
and the real commodity price inflation rate for all primary 
commodities, as well as the average CPI inflation rate and 
GDP growth rate for the G-7 countries. The solid lines in the

figure indicate the impulse responses for a one-standard- 
deviation surprise in the SST measure, and the dashed lines 
denote two-standard-deviation confidence intervals for each 
impulse response function.

As shown in the upper left panel, a positive ENSO 
surprise has very persistent effects, leading to raised sea

Fig u r e  4.—Th e  Ef f ec t s  o f  a  Sur pr is e  in  SST
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Ta b l e  2.—C o n t r i b u t i o n  o f  SST t o  t h e  V a r i a n c e s  
o f  t h e  E c o n o m i c  V a r i a b l e s

Percentage of /.-step-ahead Forecast Error 
Variance Attributable to SST

Economic Variable k =  4 k =  16

C om m odity  p r ice  inflation
All primary commodities 9.3 (4.7) 18.1 (7.3)

Food 12.3 (5.0) 21.3 (6.9)
Beverages 4.2 (3.0) 10.9 (4.8)
Average raw materials 6.3 (3.7) 13.8 (6.2)
Metals 9.3 (4.2) 17.6 (6.6)

C PI inflation  (G-7 countries) 3.7 (2.6) 13.0 (6.0)
G D P  grow th  (G-7 countries) 5.3 (3.4) 10.0 (4.7)
Standard errors are in parentheses. Boldface indicates significance at 5% level.

surface temperatures (above their historical averages) for 
four subsequent quarters after the initial surprise. The upper 
right panel shows that a one-standard-deviation positive 
ENSO surprise raises commodity price inflation (in real 
terms) an estimated 3.5 to 4 percentage points two quarters 
after the initial surprise. Commodity prices fall by a similar 
amount in the second and third years after the initial sur-
prise.12 A similar pattern is evident for other measures of 
commodity prices (not shown). Not surprisingly, prices for 
food commodities are affected the most by ENSO, although 
prices of beverages, agricultural raw materials, and metals 
are also pushed up and then down.

The lower left panel of figure 4 indicates that ENSO has 
a similar “up-then-down” effect on overall prices among the 
G-7 countries, although the effect is much weaker and only 
marginally significant from zero for SOI measure. This 
relatively subdued influence on overall consumer prices is 
not unexpected because primary commodities account for 
only a fraction of overall finished good costs. Finally, as 
shown in the lower right panel, economic activity in the G-7 
countries appears to be stimulated by a positive ENSO 
shock— raising GDP growth as much as one-half of a 
percentage point—although these effects are significant at 
only the 10% level. The stimulatory effects of an El Nino 
event on G-7 economic activity are somewhat surprising. 
One possible explanation for this result is that there is a 
measurable increase in investment spending (especially res-
idential construction). The United States, for example, ex-
periences wind storms and flooding during El Ninos, which 
generally increase residential investment afterwards. On the 
other hand, this result could be capturing increased aggre-
gate demand from other countries (for food, housing mate-
rials, machinery, equipment, and so on) that are devastated 
by El Nino events. In any case, this possible relationship 
deserves further investigation.

Although the Granger causality tests and the impulse 
response functions point to a strong statistical relationship 
between ENSO and world commodity prices and, to a lesser 
extent, to a statistically significant relationship between

ENSO and world inflation and economic activity, they 
provide no indication of economic significance. Table 2 and 
figure 5 provide evidence that ENSO has substantial eco-
nomic importance. Each of the ten estimated VARs was 
used to calculate &-step-ahead dynamic forecasts for real 
commodity price inflation, world CPI inflation, and world 
economic activity for each time period in the data sample. 
The resulting forecast errors were then decomposed into the 
portion attributable to ENSO (et) and the portion attributable 
to all other factors (T)t). The variances of these forecast 
errors were also decomposed in a similar manner.13

The results of the variance decomposition exercise for 
four- and sixteen-quarter-ahead forecasts are presented in 
table 2 for the case of SST anomalies.14 The results can be 
summarized as follows. First, ENSO appears to account for 
a substantial amount of variation in the economic variables, 
regardless of which measure of ENSO is used, although the 
SOI anomalies generally have a stronger and more statisti-
cally significant influence. Second, in the short run, ENSO's

13 The only assumption required to calculate these decomposition s is that 
ENSO is weakly (contemporaneously) exogenous with respect to the other 
three variables in the VAR. As discussed previously, however, this paper 
models ENSO as strictly exogenous.

14 SOI anomalies produced very similar results. An appendix with those 
results and impulse response functions for all commodities is available on 
request.

F i g u r e  5.—T h e  H i s t o r i c a l  C o n t r i b u t i o n s  o f  SST A n o m a l i e s

12 The hypothesis of no long-run effect on commodity price levels
cannot be rejected.
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T a b l e  3 .— P r i m a r y  C o m m o d i t i e s  M o s t  A f f e c t e d  b y  S S T

Commodity

Percentage of Jfc-step-ahead Forecast Error 
Variance Attributable to SST

k = 4 k -  16

Coconut oil 9.8 (4.8) 33.7 (9.4)
Tobacco 13.8 (6.4) 27.3 (9.4)
Fish meal 8.7 (5.0) 26.1 (9.9)
Palm oil 8.4 (4.2) 23.1 (7.5)
Rice 16.3 (6.4) 20.8 (6.8)
Soybean oil 11.3 (4.8) 19.7 (7.1)
Iron ore 16.7 (5.6) 19.1 (5.9)
Rubber 3.9 (2.5) 18.8 (7.9)
Wheat 6.6 (3.6) 18.8 (6.4)
Soybeans 13.7 (5.4) 17.4 (5.5)
Maize 8.5 (4.5) 17.3 (6.4)
Zinc 4.6 (3.0) 16.0 (6.8)
Wool (fine) 10.9 (6.0) 15.6 (7.2)
Groundnut oil 5.8 (3.5) 15.1 (6.4)
Copper 8.3 (3.9) 15.0 (5.5)

Standard errors are in parentheses. Boldface indicates significance at 5% level.

influence is mostly on food prices, accounting for between 
12% and 14% of the four-quarter-ahead forecast error vari-
ance in these prices. ENSO appears to have little effect on 
G-7 economic activity, and the two ENSO measures provide 
conflicting information about the short-run effects on G-7 
inflation.

Third, ENSO's influence is much stronger over the longer 
horizon, accounting for almost 20% of the variation in real 
primary commodity prices, which is quite consistent with 
the anecdotal evidence discussed previously. Most of the 
effects on commodity prices are attributable to ENSO's 
effects on food prices, and more than 20% of the variation 
in these prices are accounted for by ENSO shocks. Bever-
age, metal, and agricultural raw material prices are also 
moved around a bit by both ENSO measures, although the 
confidence bounds for these estimates are somewhat wider 
and the two ENSO measures do not agree as closely. 
Similarly, the ENSO measures also provide a wide range of 
estimates for the effects on CPI inflation (13% to 18%) and 
economic activity (10% to 13%).

Table 3 shows the contribution of SST anomalies to those 
commodities most affected by ENSO events. The table 
conforms well with the anecdotal evidence discussed in 
section II. Coconut oil is the most affected commodity, with 
ENSO accounting for about one-third of its variance. Other 
oils (palm, soybean, and groundnut) are also highly af-
fected, as are several other food items (rice, wheat, soy-
beans, and maize). Other tropical commodity prices (fish 
meal and rubber prices) and some metals (iron ore and 
copper) also appear to be influenced by ENSO events.

Finally, figure 5 presents the historical decomposition of 
the forecast errors for the three economic variables with 
respect to SST anomalies. The solid line in each panel 
represents the four-quarter-ahead forecast error for each 
variable at each point in time, and the dashed line denotes 
the portion of that error than can be attributed to SST 
shocks. The results are consistent with the previous ones.

The upper panel shows that most of the estimated effects of 
ENSO on commodity prices are associated with the 
1982-83 and 1986-87 El Nino events. Although ENSO 
likely had important effects on commodity prices during the 
1970s, these effects were overwhelmed by other factors, 
such as the oil price shocks and subsequent goods price 
inflation. The lower panels indicate that, although ENSO 
has had some influence on overall price inflation and eco-
nomic activity in the past couple of decades, that influence 
is not as economically and statistically important as its 
influence on commodity prices.

V. Conclusion

This paper examined the historical effects of ENSO on 
world prices and world economic activity. The primary 
focus was on world real non-oil primary commodity prices, 
although the effects on G-7 consumer price inflation and 
GNP growth were also considered. This paper has several 
distinct advantages over previous studies. First, econometric 
models were estimated using fairly broad measures of 
economic activity. Second, the models included continuous 
measures of ENSO intensity (sea surface temperature and 
sea-level air-pressure anomalies in the Pacific Ocean) rather 
than dummy variable measures. Finally, confidence inter-
vals were constructed for all estimated effects of ENSO on 
world prices and economic activity.

The analysis indicates that ENSO has a economically 
important and statistically significant effect on world real 
commodity prices. A one-standard-deviation positive sur-
prise in ENSO, for example, raises commodity price infla-
tion about 3.5 to 4 percentage points. Moreover, ENSO 
appears to account for almost 20% of real commodity price 
inflation movements over the past several years. ENSO also 
has some explanatory power for world consumer price 
inflation and world economic activity, accounting for about 
10% to 20% of movements in those variables.
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DATA APPENDIX

This appendix describes the data that were used in this paper.

ENSO Measures

Sea surface temperatures (SST) and Southern Oscillation index (SOI) 
measures were obtained from NOAA's Climate Prediction Center data-
base. The data were standardized by subtracting seasonal means and 
dividing by seasonal standard deviations.

Commodity Prices

The commodity price indexes were obtained from the IMFs Interna-
tional Financial Statistics database. The overall index, for example, is a 
weighted average of over 30 non-oil primary commodity prices, including 
foods (33 percent), beverages (7 percent), agricultural raw materials (32 
percent), metals (27 percent), and fertilizers (1 percent). The weights are 
based on world export earnings for each commodity.

Consumer Prices and GDP

Consumer price and GDP indexes for the G-7 countries (Canada, 
France, Germany, Italy, Japan, the United Kingdom, and the United 
States) were also obtained from the IMFs International Financial Statis-
tics database. Weighted indexes for the G-7 as a whole were constructed 
using weights based on PPP-adjusted income for each country.
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We measure the economic impact of climate on land prices. Using cross- 
sectional data on climate, farmland prices, and other economic and geophysical 
data for almost 3,000 counties in the United States, we find that higher 
temperatures in all seasons except autumn reduce average farm values, while 
more precipitation outside of autumn increases farm values. Applying the model 
to a global-warming scenario shows a significantly lower estimated impact of 
global warming on U.S. agriculture than the traditional production-function 
approach and, in one case, suggests that, even without C 02 fertilization, global 
warming may have economic benefits for agriculture. (JEL Q10, Q25)

Over the last decade, scientists have ex-
tensively studied the greenhouse effect, 
which holds that the accumulation of car-
bon dioxide (C 0 2) and other greenhouse 
gases (GHG’s) is expected to produce global 
warming and other significant climatic 
changes over the next century. Numerous 
studies indicate major impacts on agricul-
ture, especially if there is significant mid-
continental drying and warming in the U.S. 
heartland.1 Virtually every estimate of eco-
nomic impacts relies on a technique we 
denote the production-function approach.

This study compares the traditional pro-
duction-function approach to estimating the
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paper. Correspondence regarding the paper should be 
addressed to Mendelsohn at the above address.

!See particularly the reports of the Intergovernmen-
tal Panel on Climate Change (1990) and the National 
Academy of Sciences Panel on Greenhouse Warming 
(1992).

impacts of climate change with a new 
“Ricardian” approach that examines the 
impact of climate and other variables on 
land values and farm revenues. The tradi-
tional approach to estimating the impact of 
climate change relies upon empirical or ex-
perimental production functions to predict 
environmental damage (hence its label in 
this study as the production-function ap-
proach).2 This approach takes an under-
lying production function and estimates 
impacts by varying one or a few input vari-
ables, such as temperature, precipitation, 
and carbon dioxide levels. The estimates 
might rely on extremely carefully calibrated' 
crop-yield models (such as CERES or SOY- 
GRO) to determine the impact upon yields; 
the results often predict severe yield reduc-
tions as a result of global warming.

While providing a useful baseline for esti-
mating the impact of climate change on 
farming, these studies have an inherent bias 
and will tend to overestimate the damage. 
This bias is sometimes called the “dumb- 
farmer scenario” to suggest that it omits a

2 Important studies include John Callaway et al. 
(1982), W. Decker et al. 1986, Richard Adams et al. 
(1988, 1990), Adams (1989), D. Rind et al. (1990), and 
Cynthia Rosenzweig and Martin L. Parry (1994). For 
useful surveys, see National Research Council (1983), 
Joel Smith and Dennis Tirpak (1989), National 
Academy of Sciences (1992), and William Cline (1992).
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F ig u r e  1. Bia s  in  Pr o d u c t io n -Fu n ct io n  St u d ie s

variety of the adaptations that farmers cus-
tomarily make in response to changing eco-
nomic and environmental conditions. Most 
studies assume little adaptation and simply 
calculate the impact of changing tempera-
ture on farm yields. Others allow limited 
changes in fertilizer application, irrigation, 
or cultivars (see William Easterling et al., 
1991). None permits a full adjustment to 
changing environmental conditions by the 
farmer. For example, the literature does not 
consider the introduction of completely new 
crops (such as tropical crops in the south); 
technological change; changes in land use 
from farming to livestock, grassland, or 
forestry; or conversion to cities, retirement 
homes, campsites, or the 1,001 other pro-
ductive uses of land in a modern postindus-
trial society.

By not permitting a complete range of 
adjustments, previous studies have overesti-
mated damages from environmental 
changes. Figure 1 shows the hypothetical 
values of output in four different sectors as 
a function of a single environmental vari-
able, temperature, in order to illustrate the 
general nature of the bias. In each case, we

assume that the production-function ap-
proach yields an accurate assessment of the 
economic value of the activity as a function 
of temperature. The four functions provide 
a simplified example of how the value of 
wheat, corn, grazing, and retirement homes 
might look as a function of the temperature. 
For example, the curve to the far left is a 
hypothetical “wheat production function,” 
showing how the value of wheat varies with 
temperature, rising from cold temperatures 
such as point A, then peaking at point B, 
finally falling as temperatures rise too high. 
A production-function approach would esti-
mate the value of wheat production at dif-
ferent temperatures along this curve.

The bias in the production-function ap-
proach arises because it fails to allow for 
economic substitution as conditions change. 
For example, when the temperature rises 
above point C, adaptive and profit-maxi-
mizing farmers will switch from wheat to 
corn. As temperature rises, the production- 
function approach might calculate that the 
yield has fallen to F in wheat, but wheat is 
in reality no longer produced; the realized 
value is actually much higher, at point D
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where com is now produced. At a slightly 
higher temperature, the land is no longer 
optimally used for corn but switches to graz-
ing, and production-function estimates that 
do not allow for this conversion will again 
overestimate the losses from climate change. 
Finally, at point E, even the best agricul-
tural model will predict that the land is 
unsuitable for farming or grazing and that 
the damage is severe. A more complete 
approach might find that the land has been 
converted to retirement villages, to which 
old folks flock so they can putter around in 
the warm winters and dry climates.

All this is of course illustrative. However, 
it makes the crucial point that the produc-
tion-function approach will overestimate the 
damages from climate change because it 
does not, and indeed cannot, take into ac-
count the infinite variety of substitutions, 
adaptations, and old and new activities that 
may displace no-longer-advantageous activi-
ties as climate changes.

In this study, we develop a new technique 
that in principle can correct for the bias in 
the production-function technique by using 
economic data on the value of land. We call 
this the Ricardian approach, in which, in-
stead of studying yields of specific crops, we 
examine how climate in different places af-
fects the net rent or value of farmland. By 
directly measuring farm prices or revenues, 
we account for the direct impacts of climate 
on yields of different crops as well as the 
indirect substitution of different inputs, in-
troduction of different activities, and other 
potential adaptations to different climates. 
If markets are functioning properly, the 
Ricardian approach will allow us to mea-
sure the economic value of different activi-
ties and therefore to verify whether the 
economic impacts implied by the produc-
tion-function approach are reproduced in 
the field.

The results of the Ricardian approach 
can be seen in Figure 1. We assume that the 
“ value” measured along the vertical axis is 
the net yield per acre of land; more pre-
cisely, it is the value of output less the value 
of all inputs (excluding land rents). Under 
competitive markets, the land rent will be 
equal to the net yield of the highest and
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best use of the land. This rent will in fact be 
equal to the heavy solid line in Figure 1. We 
label the solid line in Figure 1 the “best-use 
value function.”

In general, we do not observe market 
land rents because land rent is generally a 
small component of the total profits. How-
ever, with farms, land rents tend to be a 
large fraction of total costs and can be esti-
mated with reasonable precision. Farm value 
is the present value of future rents, so if the 
interest rate, rate of capital gains, and capi-
tal per acre are equal for all parcels, then 
farm value will be proportional to the land 
rent. Therefore, by observing the relation-
ship of farm values to climatic and other 
variables, we can infer the shape of the 
solid, best-use value function in Figure l .3

This study measures the effect of climatic 
variables on agriculture. We examine both 
climatic data and a variety of fundamental 
geographical, geophysical, agricultural, eco-
nomic, and demographic factors to deter-
mine the intrinsic value of climate on 
farmland. The units of observation are U.S. 
counties in the lower 48 states. We examine 
the effect of climatic variables as well as 
nonclimatic variables on both land values 
and farm revenue, and the analysis includes 
a number of urban variables in order to 
measure the potential effect of development 
upon agricultural land values. The analysis 
suggests that climate has a systematic im-
pact on agricultural rents through tempera-
ture and precipitation. These effects tend to 
be highly nonlinear and vary dramatically by 
season. The paper concludes with a discus-
sion of the impacts of global warming on 
American farms.

I. Measuring the Effect of Ciimate on 
Agriculture

Using the Ricardian technique, we esti-
mate the value of climate in U.S. agricul-
ture. Agriculture is the most appealing ap-
plication of the Ricardian technique both 
because of the significant impact of climate

3The analytical basis for the present empirical study 
is presented in Mendelsohn et al. (1993).
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on agricultural productivity and because of 
the extensive county-level data on farm in-
puts and outputs.

Sources and Methods

The basic hypothesis is that climate shifts 
the production function for crops. Farmers 
at particular sites take environmental vari-
ables like climate as given and adjust their 
inputs and outputs accordingly. Moreover, 
we assume perfect competition in both 
product and input markets. Most important, 
we assume that the economy has completely 
adapted to the given climate so that land 
prices have attained the long-run equilib-
rium that is associated with each county’s 
climate.

For the most part, the data are actual 
county averages, from the 1982 U.S. Census 
of Agriculture, so that there are no major 
issues involved in obtaining information on 
these variables.4 The County and City Data 
Book (U.S. Bureau of the Census, 1988) and 
the computer tapes of those data are the 
sources for much of the agricultural data 
used here, including values of farm products 
sold per acre, farm land and building val-
ues,5 and information on market inputs for 
farms in every county in the United States. 
In addition, in many specifications, we in-
clude social, demographic, and economic 
data on each of the counties; these as well 
are drawn from the County and City Data 
Book.

Data about soils were extracted from the 
National Resource Inventory (NRI) with the 
kind assistance of Daniel Hellerstein and 
Noel Gollehon of the U.S. Department of 
Agriculture. The NRI is an extensive survey 
of land characteristics in the United States. 
For almost 800,000 sites, NRI has collected 
soil samples, or land characteristics, each 
providing a measure of salinity, permeabil-
ity, moisture capacity, clay content, sand 
content, flood probability, soil erosion

4Appendix A contains complete descriptions and 
definitions of the variables used in this study.

5The definition and source of the farm value vari-
able is critical to this study, and its derivation is de-
scribed in Appendix B.

(K-factor), rain erosion (R-factor), slope 
length, wind erosion, whether or not the 
land is a wetland, and numerous other vari-
ables that are not used in this analysis. Each 
sample also contains an expansion factor, 
which is an estimate of the amount of land 
the sample represents in that county. Using 
these expansion factors, we aggregate these 
data to yield an overall county estimate for 
each soil variable.

Climatic data pose more difficult issues. 
They are available by meteorological station 
rather than by county, so it was necessary to 
estimate county-average climates. To begin 
with, climate data were obtained from the 
National Climatic Data Center, which gath-
ers data from 5,511 meteorological stations 
throughout the United States. These sta-
tions form a dense set of observations for 
most regions of the United States, with the 
exception of some of the desert Southwest. 
The data include information on precipita-
tion and temperature for each month from 
1951 through 1980. Since the purpose of 
this study is to predict the impacts of cli-
mate changes on agriculture, we focus on 
the long-run impacts of precipitation and 
temperature on agriculture, not year-to-year 
variations in weather. We consequently ex-
amine the “normal” climatological variables 
—the 30-year average of each climatic vari-
able for every station. In this analysis, we 
collect data on normal daily mean tempera-
ture and normal monthly precipitation for 
January, April, July, and October. We focus 
on these four months in order to capture 
seasonal effects of each variable. For exam-
ple, cold January temperatures may be im-
portant as a control on insect pests, warm- 
but-not-hot summers may be good for crop 
growth, and warm October temperatures 
may assist in crop harvesting.

In order to link the agricultural data which 
are organized by county and the climate 
data which are organized by station, we 
conduct a spatial statistical analysis that ex-
amines the determinants of the climate of 
each county. Although the specific climatic 
variables we analyze in this study have been 
measured frequently, there are some coun-
ties with no weather stations and others 
with several. Some of the weather stations
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Table  1—In t e r po l a t io n  f o r  Co u n ty  Cli m a t e  Mea s ur e s  (Fr e s n o , CA)

Independent variable

Temperature Precipitation

April July October April July October

Constant 131,535 231,764 124,970 -58,846 -184,063* 16,551

Longitude -32.8* -59.6* -29.2 26.7 45.2* 1.96

Latitude -13.2 -18.2 -16.8 -19.6 21.7* -16.33

Latitude squared 1.9x10"* 2.8x10"* 4.1 X 1 0 ' 4 1.6X10'3 - 3 .1X10'4 1.6X10'3*

Longitude squared 2.0xl(T3* 3.8 X l O ' 3* 1.7X10'3 -2.3 X l O ' 3 - 2 .7X10'3* -3.9 X l O ' 4

Longitude X latitude 1.8X1CT3 2.8X10'3 2.1 X l O ' 3 1.5X10'3 -2. 9 X 1 0 ' 3* l.lxlO'3

Altitude -0.56* -1.44* -1.00* 0.525 1.28* 1.48*

Altitude squared - 1.6X 10'6* - 3.0X10'6* -2.3 X 1 0 ' 6* -3.7 X l O ' 6* -6.5 X l O ' 7* - 2 .4X10'6*

Latitude X altitude 4.3 X H T 5 8.8 x 10'5 7.7X10'5* - 4.8X10'5 -1.1 X 1 0 ' 4* -1.1 X 1 0 ' 4*

Longitude x altitude 6.2X10'5 1.8 X 1 0 ' 4* 1.1 X l O ' 4* -4. 6 X 1 0 ' 5 -1.5 X 1 0 ' 4* -1.7 X l O ' 4*

Distance -40.4* -74.5* -35.2 -5.47 59.4* -26.6

Distance squared 2.6X10'3 4.2 X l O ' 3 2.2 X 1 0 ' 3 2.9X10'3 -4. 9 X 1 0 " 3* 4.8X10'3*

Distance X longitude 5.2X10'3* 9.6 X l O ' 3* 4.2X10'3 -1 . 3 X 1 0 ' 3 - 6 .7X10'3* 2.6X10'3

Distance X latitude 2.0X10'3 3.7X10'3 2.3 X l O ' 3 4.3 X l O ' 3 -4. 9 X 1 0 ' 3’ 2.7X10'3

Distance x  altitude 6.7 X l O ’5 1.3X10'4 9.7X10'5* -1 . 9 X 1 0 ' 4 - 7 .0X10'5’ -2.3 X 1 0 ' 4*

Adjusted R 2: 0.999 0.998 0.999 0.796 0.777 0.706

Standard error: 0.13 0.24 0.13 0.54 0.13 0.30

Number of observations: 331 331 331 525 525 525

Notes: Temperature is measured in Fahrenheit, and precipitation is in inches per month. 
•Statistically significant at the 5-percent level.

are not in representative locations, such as 
the station on the top of Mt. Washington. 
Furthermore, some counties are large 
enough or contain sufficient topographical 
complexity that there is variation of climate 
within the county. We therefore proceeded 
by constructing an average climate for each 
county.

First, we assume that all the weather sta-
tions within 500 miles of the geographic 
center of the county provide some useful 
climate information. The 500-mile circle in-
variably draws in many stations, so that our 
measure does not depend too heavily on 
any one station.

Second, we estimate a climate surface in 
the vicinity of the county by running a 
weighted regression across all weather sta-
tions within 500 miles. The weight is the 
inverse of the square root of a station’s 
distance from the county center because we 
recognize that closer stations contain more 
information about the climate of the center. 
We estimate a separate regression for each 
county since the set of stations within 500 
miles and the weights (distances) are unique 
for each county. The dependent variables

are the monthly normal temperatures and 
precipitation amounts for January, April, 
July, and October for the 30-year period. 
The independent variables include latitude, 
longitude, altitude, and distance from clos-
est shoreline. The regression fits a second- 
order polynomial over these four basic vari-
ables, including interactive terms, so that 
there are 14 final variables in the regres-
sion, plus a constant term. Eight regressions 
(4 seasons X 2 measures) for each of 3,000 
counties leads to over 24,000 estimated re-
gressions.

Third, we calculate the predicted value of 
each climatic variable for the geographic 
center of the county. The predicted values 
of normal precipitation and temperature 
from the climate regressions are the inde-
pendent variables for climate in the prop-
erty-value regressions. This complicated 
interpolation procedure is intended to pro-
vide geographically accurate estimates of the 
climatic variables for each county.

The estimates of the climate parameters 
for individual counties are too numerous to 
present, but we show two selected counties 
in Tables 1 and 2. These show the indepen-
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Table  2— In te r po l a t io n  f o r  Cou n ty  Cli ma te  Me a s u r e s  (De s  Mo in e s , Io w a )

Independent variable

Temperature Precipitation

April July October April July October

Constant 6,425 5,006 8,967 -32,243 77,324* 41,650
Longitude -0.919 -1 .1 2 -2 .55 7.72 -15.8* -9.61
Latitude -2 .48 -0.829 -1 .55 10.0 -32.9* -16.32
Latitude squared 2.5 X 10"4 2.0X10-5 3.2X 10~5 -9 .7 X 1 0 -4 3.2X10-3* 1.6X K T3
Longitude squared 3.7X 10"5 8.1 X10-5 2 .0X H T 4 -4 .9 X 1 0 -4 6.8X 10"4 5.9x 10~4
Longitude X latitude 2 .0X K T 4 1.0X10“ 4 2.4x 10-4 -9 .9 X 1 0 -4 3.8X 10"3* 1.8X10"3
Altitude -0 .13 0.046 0.34* 0.353 3.02* 2.09*
Altitude squared -1 .2 X 1 0 " 6 — 1.3X 10-6 * 1.6X10-6* 1.1 X10“ 5* -1 .5  x  10"6 2.1X 10~5*
Latitude x altitude 2.1X 10"5 - 1 .6 X 1 0 '5 -6 .9 X 1 0 -5 * -1 .2 X 1 0 " 4 -5 .7 X 1 0 -4 * -2 .8  X lO "4*
Longitude X altitude 1.1 x 10~5 -9 .7 X 1 0 " 6 -4 .9 X 1 0 -5 * -3 .1  X 10~5 -3 .6 X 1 0 " 4* -3 .2 X 1 0 " 4*
Distance 1.14 -1 .17 -0.564 -0.150 26.8 18.6
Distance squared 1.8x 10~4 -3 .1  x 10-4 - 1 .9 X 1 0 '4 5.8 XlO-4 -  1.2X 10-3 1.4X 10"3
Distance X longitude -4 .4 X 1 0 " 5 1.9X 10"4 -  1.2x 10~4 -4 .1  X K T 4 -2 .7 X  10"3 -1 .9 X 1 0 " 3
Distance X latitude -3 .6 X 1 0 " 4 2.2X 10"4 9.0X10-5 4 .2X 10"4 -5 .4 X H T 3’ -3 .8 X 1 0 " 3
Distance X altitude -2 .2 X 1 0 " 5 3.2x 10-5 9.9X10-5 * -1 .7 X 1 0 -4 6 .9 X 1 0 '4* 3.6X 10"4*

Adjusted R 2: 0.999 0.999 0.999 0.989 0.987 0.976
Standard error: 0.04 0.04 0.04 0.14 0.17 0.15
Number of observations: 928 928 928 1,477 1,477 1,477

Notes: Temperature is measured in Fahrenheit, and precipitation is in inches per month. 
•Statistically significant at the 5-percent level.

dent variables as well as the coefficients and 
summary regression statistics for Fresno, 
California, and Des Moines, Iowa. Note that 
more coefficients are significant in the 
Fresno regressions than in the Des Moines 
regressions. There is more variation across 
the sample in Fresno because of the effects 
of the coast and nearby mountain ranges. 
Although there are more significant coeffi-
cients in the California regression, the Iowa 
regression has a better overall fit and smaller 
standard errors. In general, the fit east of 
100 degrees longitude (the east slope of the 
Rocky Mountains) was tighter than in the 
West.

In order to gain some sense of the relia-
bility of this geographic approximation 
method, we predicted the climate for each 
of the weather stations. Dropping the 
weather station itself, we predicted the 
climatic variables for the station from all 
stations within 500 miles in the manner 
explained above. Comparing these results 
with the actual measurements from each sta-
tion reveals that the approximation method 
predicts between 87 percent and 97 percent 
of the variation in precipitation in the

continental United States and between 
97 percent and 99 percent of the variation 
in temperature. It should be noted that, 
even in a statistically stationary environment, 
the observations of “climate” themselves 
contain error because they contain only 30 
observations. Depending upon the relative 
importance of idiosyncratic error in climate 
versus misspecification error in our equa-
tion, the predictions might actually be supe-
rior to the recorded observations them-
selves. In any case, the predictions serve as 
sophisticated interpolations of the climate 
between stations.

II. Empirical Analysis

The Ricardian approach estimates the 
importance of climate and other variables 
on farmland values. As noted above, land 
values are the expected present value of 
future rents. There is little reason for the 
riskless interest rate to vary across counties 
in the United States, but the risk and 
capital-gains components of land value 
might vary considerably. For example, Cali-
fornia agricultural land near growing cities
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might well have a larger capital-gains com-
ponent than would rural land in an eco-
nomically stagnant coal-mining region of 
Appalachia. Moreover, there are major po-
tential errors in measurement of land values 
since values are estimated by farmers, and 
such estimates are often unreliable. How-
ever, there is no reason to believe that the 
errors of measurement are correlated with 
independent data such as temperature or 
precipitation. The major effect of measure-
ment errors will be imprecision of the 
econometric estimates rather than bias in 
the estimation of the coefficients or in the 
estimate of the economic value of climate 
on agriculture.

We regress land values on climate, soil, 
and socioeconomic variables to estimate the 
best-value function across different coun-
ties. There are 2,933 cross-sectional obser-
vations. The means have been removed from 
the independent variables in this regression. 
The quadratic climate variables are conse-
quently easier to interpret. The linear term 
reflects the marginal value of climate evalu-
ated at the U.S. mean, while the quadratic 
term shows how that marginal effect will 
change as one moves away from the mean.

We present several regressions in Table
3. In order to give a sense of the importance 
of the nonfarm variables in the model, we 
begin with a model that contains only cli-
mate variables. The first set of regressions 
in Table 3 is a quadratic model that in-
cludes the eight measures of climate (four 
months of precipitation and temperature). 
For each variable, linear and quadratic 
terms are included to reflect the nonlineari-
ties that are apparent from field studies.

In the remainder of regressions, we in-
clude urban, soil, and other environmental 
variables to control for extraneous factors 
influencing land values and farm revenues. 
This raises the question of how the counties 
should be weighted. A first set of regres-
sions uses the cropland weights, in which 
observations are weighted by the percentage 
of each county in cropland. Counties with a 
large fraction of cropland should provide a 
better reading on price determination be-
cause other influences, such as cities or 
forests, are minimized; these results are

particularly useful for the grain belt. A sec-
ond set of regressions uses crop-revenue 
weights', that is, observations are weighted 
by the aggregate value of crop revenue in 
each county. This second weighting scheme 
emphasizes those counties that are most 
important to total agricultural production, 
even though some of the counties might 
have their land values affected by large 
neighboring cities; it also places greater 
weight on counties where more valuable 
crops are grown. On the whole, the crop-
land measure tends to emphasize the corn, 
wheat, and soybean belt and therefore re-
flects the influence of climate on the grains. 
The crop-revenue weights, by contrast, give 
more influence to the truck farms and cit-
rus belt of the coast lands, and the crop- 
revenue regressions thus reflect a broader 
definition of agriculture.

The results of this analysis are shown in 
columns (ii)-(v) of Table 3. The squared 
terms for most of the climate variables are 
significant, implying that the observed rela-
tionships are nonlinear. However, some of 
the squared terms are positive, especially 
for precipitation, implying that there is a 
minimally productive level of precipitation 
and that either more or less precipitation 
will increase land values. The negative 
quadratic coefficient implies that there is an 
optimal level of a climatic variable from 
which the value function decreases in both 
directions.

The overall impact of climate as mea-
sured by the marginal impacts is largely the 
same across the different models, although 
the quantitative estimates vary. All models 
suggest that higher winter and summer tem-
peratures are harmful for crops; that higher 
fall temperatures and higher winter and 
spring rainfall are beneficial for crops; but 
that higher summer or fall rainfall is harm-
ful. The two weighting schemes differ, how-
ever, in terms of their assessment of the 
relative importance of winter versus sum-
mer temperature. The cropland model finds 
higher winter temperatures less harmful, 
valuing a 1°F increase by between $89 and 
$103 per acre, whereas the crop-revenue 
model finds this effect more harmful, with 
estimated impacts between $138 and $160
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Tabl e  3— Reg r e s s io n  Mo d el s  Ex pl ai n in g  Fa r m  Va lue s

Independent variables

Cropland weights Crop-revenue weights

1982
(i)

1982
(ii)

1978
(iii)

1982
(iv)

1978
(v)

Constant 1,490 1,329 1,173 1,451 1,307
(71.20) (60.18) (57.95) (46.36) (52.82)

January temperature -5 7 .0 -88 .6 -1 0 3 -1 6 0 -1 3 8
(6.22) (9.94) (12.55) (12.97) (13.83)

January temperature squared -0 .33 -1 .34 -2.11 -2 .68 -3 .00
(1.43) (6.39) (11.03) (9.86) (14.11)

April temperature -1 3 7 -18 .0 23.6 13.6 31.8
(10.81) (1.56) (2.23) (1.00) (2.92)

April temperature squared -7 .3 2 -4 .90 -4 .31 -6 .69 -6 .63
(9.42) (7.43) (7.11) (9.44) (11.59)

July temperature -1 6 7 -155 -1 7 7 -87 .7 -1 3 2
(13.10) (14.50) (18.07) (6.80) (12.55)

July temperature squared -3.81 -2 .95 -3 .87 -0 .30 -1 .27
(5.08) (4.68) (6.69) (0.53) (2.82)

October temperature 351.9 192 175 217 198
(19.37) (11.08) (11.01) (8.89) (9.94)

October temperature squared 6.91 6.62 7.65 12.4 12.4
(6.38) (7.09) (8.93) (12.50) (15.92)

January rain 75.1 85.0 56.5 280 172
(3.28) (3.88) (2.81) (9.59) (7.31)

January rain squared -5 .66 2.73 2.20 -10 .8 -4 .09
(1.86) (0.95) (0.82) (3.64) (1.72)

April rain 110 104 128 82.8 113
(4.03) (4.44) (5.91) (2.34) (4.05)

April rain squared -10 .8 -16.5 -1 0 .8 -62.1 -30 .6
(1.17) (1.96) (1.41) (5.52) (3.35)

July rain -25 .6 -34 .5 -11 .3 -1 1 6 -5 .28
(1.87) (2.63) (0.94) (6.06) (0.34)

July rain squared 19.5 52.0 37.8 57.0 34.8
(3.42) (9.43) (7.54) (8.20) (6.08)

October rain -2 .30 -50.3 -9 1 .6 -1 2 4 -135
(0.09) (2.25) (4.45) (3.80) (5.15)

October rain squared -39 .9 2.28 0.25 171 106
(2.65) (0.17) (0.02) (14.17) (11.25)

Income per capita 71.0 65.3 48.5 47.1
(15.25) (15.30) (6.36) (7.39)

Density 1.30 1.05 1.53 1.17
(18.51) (16.03) (18.14) (17.66)

Density squared -1 .72X 10" 4 -9 .33X 10" 5 -2 .0 4 X 1 0 ”4 -9 .38X  10“5
(5.31) (3.22) (7.47) (4.57)

Latitude -90.5 -94 .4 -105 -85.8
(6.12) (6.95) (5.43) (5.33)

Altitude -0.167 -0.161 -0.163 -0.149
(6.09) (6.41) (4.72) (5.20)

Salinity -6 8 4 -4 1 6 -5 8 2 -153
(3.34) (2.20) (2.59) (0.81)

Flood-prone -1 6 3 -3 0 9 -6 6 3 -7 4 0
(3.34) (6.98) (8.59) (11.99)

Wetland -58 .2 -57 .5 762 230
(0.47) (0.51) (4.41) (1.72)

Soil erosion -1,258 -1,513 -2,690 -2,944
(6.20) (8.14) (8.21) (11.23)

Slope length 17.3 13.7 54.0 30.9
(2.91) (2.49) (6.24) (4.54)

Sand -1 3 9 -35 .9 -2 8 8 -2 1 3
(2.72) (0.77) (4.16) (3.95)

Clay 86.2 67.3 -7 .90 -18 .0
(4.08) (3.47) (0.22) (0.63)

Moisture capacity 0.377 0.510 0.206 0.450
(9.69) (14.21) (3.82) (10.07)

Permeability -0.002 -0.005 -0.013 -0.017
(1.06) (2.53) (5.58) (8.61)

Adjusted R 2:
Number of observations:

0.671
2,938

0.782
2,938

0.784
2,941

0.836
2,941

0.835
2,941

Notes: The dependent variable is the value of land and buildings per acre. All regressions are weighted. Values in 
parenthesis are t statistics.
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per acre. However, a 1°F increase in sum-
mer temperature decreases farm values by 
only $88—$132 according to the crop- 
revenue model but by between $155 and 
$177 in the cropland model. Except for 
spring rains, the crop-revenue model sug-
gests that rain has a much larger effect on 
land value than the cropland model. For 
example, the crop-revenue model suggests 
that winter rain increases farm values be-
tween $172 and $280 per monthly inch, 
whereas the cropland model suggests an 
effect between $57 and $85 per monthly 
inch.

The predicted overall effects from the 
existing climate across the United States are 
shown in Figures 2 and 3. These maps show 
the Ricardian values of climate by county in 
1982, that is, the partial effect of climate on 
property values. To construct each map, we 
begin with the difference between the esti-
mated climate for each county and the na-
tional average climate. We then multiply 
these differences by the estimated coeffi-
cients in Table 3 and sum them across the 
climate variables. Figures 2 and 3 show the 
estimated contribution of climate to the 
farmland value in each county. The results 
match folk wisdom about farm values (for 
example, the infamous 100th meridian of 
American history can be seen sharply in 
Figure 2). The most valuable climates are 
along the west coast, the corn belt near 
Chicago, and the northeast. The least valu-
able areas are the southwest and southeast 
regions. Both figures show almost identical 
geographic patterns, indicating that the re-
sults are stable; similar results were also 
found using 1978 data.

The control variables in Table 3 provide a 
rich set of results in and of themselves. 
Economic and soil variables play a role in 
determining the value of farms. Farm values 
are higher in denser, growing, and wealthier 
counties because of higher local demand for 
food and the potential for conversion of 
land to nonfarm uses. Farm values respond 
as expected to other environmental factors 
such as solar flux (latitude) and altitude. 
Salinity, likelihood of flooding, presence of 
wetlands, and soil erosion all act negatively 
as expected. Slope length was slightly bene-

ficial to land values. Irrigation is left out of 
the regressions shown in Table 3 because 
irrigation is clearly an endogenous reaction 
to climate. However, when included, irriga-
tion is a strongly positive variable, increas-
ing land values substantially; which is not 
surprising, given the crucial importance of 
irrigation in many areas of the arid West.6

One hypothesis suggested in the theory 
section is that the impacts of environmental 
effects would be exaggerated by a gross- 
revenue model. We explore this hypothesis 
in Table 4 by regressing the same climate 
and contol variables on the gross revenue 
earned from crops. The marginal effects in 
Table 4 for the farm-revenue model suggest 
similar seasonal patterns as the farm-value 
equation with the exception of spring. 
Warmer Aprils reduce farm revenues, 
whereas they increase farm values. Wetter 
springs, good for farm values, reduce farm 
revenues according to the cropland model 
but increase farm revenues according to the 
crop-revenue model.

The magnitude of damages predicted by 
the gross-revenue model, however, are gen-
erally larger than the effects predicted by 
the Ricardian model. To compare the two 
approaches, we need to translate the annual 
rents into land value using the discount rate 
defined in Section II. Based on asset returns 
and farm earnings, a real discount rate of 
5 percent per annum appears most suitable.7 
At this discount rate, the marginal coef-
ficients in Table 4 should be multiplied

6Including irrigation does not significantly change 
the results of the paper.

According to Roger Ibbotson and Gary Brinson 
(1987), farmland prices over the period 1947-1984 had 
a compound annual return (income and capital gains) 
of 9.6 percent while the GNP deflator rose at an 
average of 4.4 percent annually. This produces an 
average real yield of 4.99 percent per annum. By com-
parison, all real-estate investments had an average real 
yield of 4.4 percent per annum over this period. An-
other comparison is the rate of profit on farms, defined 
as the net income of farms divided by total value of 
farms and farmland. For the three census years of 
1974, 1978, and 1982, the average rate of profit on 
farms was 5.02 percent per annum.
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Ta b l e  4— R e g r e s s i o n  Mo d e l s  Ex pl a i n in g  Fa r m  R e v e n u e s

Cropland weights Crop-revenue weights
1982 1978 1982 1978

Independent variables (i) (ii) (iii) (iv)

Constant

January temperature

January temperature squared

April temperature

April temperature squared

July temperature

July temperature squared

October temperature

October temperature squared

January rain

January rain squared

April rain

April rain squared

July rain

July rain squared

October rain

October rain squared

Income per capita

Density

Density squared

Latitude

Altitude

Salinity

Flood-prone

Wetland

Soil erosion

Slope length

Sand

Clay

Moisture capacity 

Permeability

180 143
(31.37) (28.09)
-11 .6 -6 .65
(5.00) (3.21)

-0.048 0.006
(0.88) (0.13)

-23 .5 -20 .3
(7.89) (7.63)

-1.31 -1 .12
(7.67) (7.43)

-27 .2 -21 .5
(9.85) (8.66)
0.053 -0.166
(0.32) (1.14)
51.3 41.4

(11.43) (10.43)
0.637 0.598
(2.62) (2.85)
30.1 21.4

(5.29) (4.26)
-4 .10 -2 .93
(5.49) (4.49)

-22 .5 -23 .2
(3.67) (4.29)

-2 .46 4.65
(1.12) (2.39)

-3 .29 2.12
(0.97) (0.70)
10.8 6.74

(6.93) (5.23)
-40 .2 -16.1

(6.93) (3.17)
27.2 17.4

(7.73) (5.62)
0.568 0.803
(0.47) (0.73)
0.172 0.133
(9.46) (8.47)

2.86X 10-6 2.92X 10~6
(0.34) (0.43)

-24 .3 -15 .4
(6.28) (4.44)

-0.049 -0.033
(6.91) (5.03)
-  156 -1 4 9
(2.97) (3.23)
29.8 25.4

(2.36) (2.27)
70.9 64.8

(2.21) (2.32)
-1 6 9 -74 .5
(3.18) (1.60)

-1 .18 -1.21
(0.73) (0.85)
28.7 32.3

(2.18) (2.84)
11.1 12.3

(1.99) (2.49)
0.062 0.050
(6.10) (5.49)
0.001 0.001
(2.22) (2.15)

213 186
(16.61) (16.27)

16.1 16.4
(3.19) (3.55)
0.867 0.659
(7.80) (6.71)

-47 .7 -39.3
(8.62) (7.83)

-2 .74 -2 .26
(9.43) (8.55)

-10 .0 -7 .20
(1.90) (1.49)
1.27 0.341

(5.52) (1.65)
-2 .12 2.92
(0.21) (0.32)

-0.025 0.569
(0.06) (1.58)

-28 .9 -11.5
(2.42) (1.06)

-4 .08 -3 .33
(3.36) (3.04)
47.5 16.0

(3.28) (1.24)
-5 .73 2.65
(1.24) (0.63)

-64 .5 -33.3
(8.25) (4.61)
22.8 13.2

(8.03) (5.02)
-4 4 .4 -16.3
(3.32) (1.35)
33.8 9.32

(6.84) (2.15)
3.37 8.24

(1.08) (2.81)
0.457 0.280

(13.28) (9.14)
4.47 X 10~5 -1 .92X 10-5

(3.99) (2.03)
-72 .6 -41 .6
(9.15) (5.59)

-0.096 -0.059
(6.78) (4.47)
-5 0 2 -4 2 7
(5.44) (4.90)

-40 .7 -1.45
(1.29) (0.05)

234 115
(3.31) (1.86)
-413 -360
(3.08) (2.98)

-15 .3 -13.5
(4.33) (4.31)
70.3 46.7

(2.49) (1.88)
-48 .1 -31.8
(3.32) (2.43)
0.101 0.058
(4.57) (2.79)

- 0.001 -0.005
(6.94) (5.30)

Adjusted R 2: 0.525 0.509 0.800 0.762
Number of observations: 2,834 2,443 2,834 2,443

Notes: The dependent variable is the gross value of crop revenue per acre per year. All regressions are weighted. Values in 
parenthesis are t statistics.
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Tabl e  5—Pr e d ic t e d  Im pa ct  o f  G lo b a l  Wa r m in g  on  Fa r m l an d  Va lue s  a nd  Fa r m  R en ts

Year Weight

Change in farmland values 
(billions of dollars, 1982 prices)

Change in farmland rents 
(percentage of 1982 farm marketings)

Impact Truncated impact Impact Truncated impact

1982 Cropland -$125.2 -$118.8 -4 .4 -4 .2
1978 Cropland -$162.8 -$141.4 -5 .7 -4 .9
1982 Crop revenue $34.5 $34.8 1.2 1.2
1978 Crop revenue -$14.0 $21.0 -0 .5 0.7

Notes: The global-warming scenario is a uniform 5°F increase with a uniform 8-percent precipitation increase. The 
“ impact” column shows the estimated loss; the “ truncated impact” columns show the impact when the loss in farm-
land value in each county is limited to the original value of the land. The last two columns are annualized impacts, 
as explained in the text, as a percentage of 1982 farm marketings.

by 20 to make them comparable with the 
present-value estimates in Table 3. Making 
this adjustment, a 1°F increase in summer 
temperature decreases the present value of 
farms by between $140 and $540 according 
to the gross-revenue model but only be-
tween $88 and $177 according to the Ricar-
dian models.

One concern with the Ricardian ap-
proach to climate effects is that the results 
may not be robust over time and that the 
weather and economic factors in a given 
year may have distorted the results. We 
consequently estimated the model again us-
ing data from 1978. These values have been 
converted to 1982 dollars using the GNP 
deflator obtained from the 1991 Economic 
Report of the President. The 1978 results are 
surprisingly similar to the findings using the 
1982 data. The control variables have simi-
lar impacts in both years. Evaluating the 
marginal effects of climate in 1978 at the 
national mean and comparing the results 
with 1982 shows that the climatic variables 
are also similar in 1978 and 1982 with few 
exceptions. The pattern of climate effects 
on agriculture is stable over time, but ap-
parently some factors can alter the magni-
tude of the effects from year to year.

III. Implications for Greenhouse Wanning

The Ricardian analysis in the previous 
section shows that climate has complicated

effects on agriculture, highly nonlinear and 
varying by season. An important application 
of this analysis is to project the impact of 
global warming on American agriculture. 
For this projection, we take a conventional 
CO 2 doubling scenario, which is associated 
with a 5°F increase in global mean surface 
temperature (see Intergovernmental Panel 
on Climate Change, 1990; National Acad-
emy of Sciences Panel on Greenhouse 
Warming, 1992). According to most projec-
tions, such an increase will occur sometime 
in the second half of the next century if 
current trends continue. According to the 
survey by the Intergovernmental Panel on 
Climate Change, a 5°F temperature in-
crease will be accompanied by an 8-percent 
average increase in precipitation. These 
changes are applied uniformly by season 
and region to the United States in the cal-
culations that follow. In principle, they show 
the impact of climate change including all 
adaptations, although they omit the impact 
of CO 2 fertilization and price effects.

Table 5 shows the results of this experi-
ment for the two years and sets of weights. 
The “impact” columns show the estimated 
impact of global warming on farmland val-
ues; the “truncated impact” columns trun-
cate these losses if they drive land values 
below zero. This truncated impact is the 
preferred economic measure. The estimates 
diverge dramatically depending upon 
whether cropland or crop revenues are used
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for weighting. Under the cropland weights, 
the loss in land value from warming ranges 
from $119 billion to $141 billion; assuming 
that the annual crop loss is 5 percent of this 
value,8 the annual loss ranges from $6 bil-
lion to $8 billion (in 1982 prices at 1978 or 
1982 levels of output). Relating this value to 
gross farm income in 1982 of $164 billion, 
the annual damage is in the neighborhood 
of 4-5 percent. The cropland model empha-
sizes the unattractiveness of a warmer cli-
mate for an agriculture that emphasizes 
grains, which have relatively low value per 
acre and thrive in the relatively cool climate 
of the northern United States.

Strikingly different results emerge if we 
use the crop-revenue approach. For these, 
the net impact of warming (again without 
CO 2 fertilization) is slightly positive, sug-
gesting an increase of $20-$35 billion in 
farmland values. Annualizing these capital 
values, this suggests a gain of between 
$1 billion and $2 billion per year. As a 
fraction of 1982 revenue, this amounts to 
about a 1-percent gain. The differing results 
arise because the crop-revenue approach 
weights relatively more heavily the irrigated 
lands of the West and South that thrive in a 
Mediterranean and subtropical climate, a 
climate that will become relatively more 
abundant with a warming. Including this 
broader set of crops and adaptations paints 
a more optimistic picture because the gains 
from the sunbelt crops tend to offset the 
losses in the marginal grain regions.

The striking difference between the 
crop-revenue and cropland approaches is a 
useful reminder of how we can be misled by 
our mental images. The specter of global 
warming calls up the vista of corn blistering 
on the stalk or desiccated wheat fields. Yet 
the major grains so vulnerable to drought— 
wheat and corn—represented only $22.5 
billion of the $143 billion of farm market-
ings in 1982. Our results suggest that the 
vulnerability of American agriculture to cli-

8See the discussion of this issue in the last section 
and in footnote 6.

mate change may be exaggerated if the 
analysis is limited to the major grains. A 
broader vision should also include the 
warm-weather crops such as cotton, fruits, 
vegetables, rice, hay, and grapes in addition 
to other sectors such as livestock and poul-
try. Whereas past production-function 
studies focus ominously on the vulnerable 
cool-weather grains, the comprehensive 
crop-revenue Ricardian model reminds us 
that the irrigated warm-weather crops may 
be a silver lining behind the climate-change 
cloud.

Figures 4 and 5 provide geographic detail 
for these global-warming scenarios. Accord-
ing to the cropland model shown in Figure
4, warming will be particularly harmful for 
the entire southern part of the United States 
and will only be beneficial to the northern 
fringe of the country. The crop-revenue 
model of Figure 5 suggests, by contrast, that 
global warming will be beneficial to Califor-
nia and the citrus belt of the Southeast as 
well as the corn and wheat belts of the 
Midwest. Global warming will be harmful, 
in this model, only to the relatively unim-
portant mountainous regions of Appalachia 
and the Rocky Mountains.

It will be useful to compare these esti-
mates with results from other studies. In its 
analysis, Smith and Tirpak (1989) surveyed 
a number of different climate and agricul-
ture models to estimate the impact of C 0 2 
doubling. Omitting C 0 2 fertilization, the 
EPA concluded that the impact would lie in 
the range of $6 billion to $34 billion per 
year (in 1982 prices). Cline (1992) used two 
different approaches, the EPA estimate and 
a modification of Rind et al. (1990), both of 
which project losses of $20 billion per year 
without C 0 2 fertilization. It is instructive to 
note that these studies all rely on the pro-
duction-function approach and apply it to 
grains; these estimates therefore are closest 
to our cropland model, and as was pre-
dicted in the theoretical section above, they 
show a higher estimate of damage for that 
universe than the Ricardian approach— 
approximately triple the estimates in Table
5. By excluding the nongrain, warm-weather 
crops, these studies further bias upward the 
estimates of damage, as is shown by the
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comparison between the cropland and the 
crop-revenue models.

The results in Table 5 are based on a 
highly stylized global-warming scenario and 
are therefore quite tentative. In research 
underway, we are drawing estimated global- 
warming results from large-scale general 
circulation models; these should allow dif-
ferentiation among broad regions of the 
United States. In addition, the effects of 
CO2 fertilization should be included, for 
some studies indicate that this may produce 
a significant increase in yields. Other omit-
ted variables are the effect of extremes and 
ranges in climatic variables as well as the 
effect of changes in irrigation. Notwith-
standing these omissions, the present paper 
does provide a benchmark for projecting 
the impact of global warming on American 
agriculture. Using the narrow definition of 
crops, the negative impact is estimated to 
lie between 4 percent and 6 percent of the 
value of farm ouput. Using a more inclusive 
definition that weights warm-weather crops 
and irrigated agriculture more heavily, our 
projections suggest that global warming 
may be slightly beneficial to American 
agriculture.

A p p e n d i x  A : D e f i n i t i o n s  o f  M a j o r  
V a r ia b l e s  U s e d  in  t h i s  S t u d y

Constant: a term equal to 1
January temperature: normal daily mean 

temperature (°F) from 1951 to 1980 in the 
month of January

January temperature squared: value of Jan-
uary temperature squared

April temperature: normal daily mean tem-
perature (°F) from 1951 to 1980 in the 
month of April

April temperature squared: value of April 
temperature squared

July temperature: normal daily mean tem-
perature (°F) from 1951 to 1980 in the 
month of July

July temperature squared: value of July tem-
perature squared

October temperature: normal daily mean 
temperature (°F) from 1951 to 1980 in the 
month of October

October temperature squared: value of Octo-
ber temperature squared 

January rain: normal precipitation (inches) 
from 1951 to 1980 in the month of Jan-
uary

January rain squared: value of January rain 
squared

April rain: normal precipitation (inches) 
from 1951 to 1980 in the month of April 

April rain squared: value of April rain 
squared

July rain: normal precipitation (inches) from 
1951 to 1980 in the month of July 

July rain squared: value of July rain squared 
October rain: normal precipitation (inches) 

from 1951 to 1980 in the month of Octo-
ber

October rain squared: value of October rain 
squared

Income per capita: annual personal income 
per person in the county, 1984 

Density: resident population per square 
mile, 1980

Density squared: value of density squared 
Latitude: latitude measured in degrees from 

southernmost point in United States 
Altitude: height from sea level (feet) 
Migration: net of incoming people minus 

outgoing people from 1980 to 1986 for 
the county

Salinity: percentage of land that needs spe-
cial treatment because of salt/alkaline 
minerals in the soils

Flood prone: percentage of land that is prone 
to flooding

Irrigated: percentage of land where irriga-
tion provides at least 50% of water needs 

Wetland: percentage of land considered 
wetland

Soil erosion: K-factor soil (erodibility factor) 
in hundredths of inches 

Slope length: length of slope (feet) (not 
steepness)

Wind erosion: measure of wind erosion 
(hundredths of inches)

Farm value: estimate of the current market 
value of farmland including buildings ex-
pressed in dollars per acre, 1982 

Farm revenue: gross revenue from crops sold 
in 1982 in dollars per acre 

Sdist: linear distance from the nearest 
shoreline
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Long: longitude measured in degrees from 
the easternmost point of the United States 

Permeability: soil permeability (inches per 
hour)

Moisture capacity: available water capacity 
(inches/pound)

A p p e n d ix  B: D a t a  o n  F a r m s  a n d  
V a l u e  o f  L a n d  a n d  B u i l d i n g s 9

The data on farms and on farmland val-
ues are central to this study. This appendix 
describes the definition and sources of the 
data. The current definition of a farm, first 
used for the 1974 Census of Agriculture final 
reports, is any place from which $1,000 or 
more of agricultural products were sold or 
normally would have been sold during the 
census year. Land in farms is an operating- 
unit concept and includes land owned and 
operated as well as land rented from others. 
TTie acreage designated as “land in farms” 
consists primarily of agricultural land used 
for crops, pasture, or grazing. It also in-
cludes woodland and wasteland not actually 
under cultivation or used for pasture or 
grazing, provided it was part of the farm 
operator’s total operation.

The land is defined to lie in the operator’s 
principal county, that is, the county where 
the largest value of agricultural products 
was raised or produced. Irrigated land in-
cludes land watered by any artificial or con-
trolled means, such as sprinklers, furrows or 
ditches, and spreader dikes. Cropland in-
cludes land from which crops were har-
vested or hay was cut, land in orchards, 
citrus groves, vineyards, nurseries, and 
greenhouses, land used only for pasture or 
grazing that could have been used for crops 
without additional improvement, and all 
land planted in crops that were grazed be-
fore the crops reached maturity. Also in-
cluded were all cropland used for rotation 
pasture and lands in government diversion 
programs that were pastured.

9This description is drawn from the City and County 
Data Book, and the underlying data are from 1982 
Census o f Agriculture (U.S. Bureau of the Census, 
1984).

Respondents were asked to report their 
estimate of the current market value of land 
and buildings owned, rented, or leased from 
others, and of land rented or leased to 
others. Market value refers to the respon-
dent’s estimate of what the land and build-
ings would sell for under current market 
conditions. If the value of land and build-
ings was not reported, it was estimated dur-
ing processing by using the average value of 
land and buildings from a similar farm in 
the same geographic area.

The value of products sold by farms rep-
resents the gross market value before taxes 
and production expenses of all agricultural 
products sold or removed from the place 
regardless of who received the payment. In 
addition, it includes the loan value received 
in 1982 for placing commodities in the 
Commodity Credit Corporation loan pro-
gram.
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By J o h n  Q u i g g i n  a n d  J o h n  K. H o r o w i t z *

[7]
The Impact of Global Warming on Agriculture: A Ricardian

Analysis: Comment

To assess the desirability of policies to reduce 
greenhouse gas emissions, it is necessary to 
estimate the costs that climate change is likely 
to impose. A number of studies have estimated 
the costs of climate change to agriculture by 
modeling changes in yield on the assumption 
that the existing pattern of land use will remain 
unchanged. Robert Mendelsohn et al. (1994), 
hereafter MNS, call this the “dumb-farmer sce-
nario” and observe that costs derived in this way 
represent an upper-bound estimate for the costs 
of climate change. As an alternative, MNS pro-
pose a “Ricardian” approach, based on compar-
ative static estimates of the change in 
equilibrium rents to land associated with a one-
time change in climatic conditions. MNS esti-
mate that a 5°F increase in mean temperatures 
will yield changes in farmland rents ranging 
from a 4.9-percent loss to a 1.2-percent gain.

The main purpose of this note is to observe 
that, just as the “dumb-farmer scenario” implic-
itly assumes infinite adjustment costs and there-
fore yields an upper-bound estimate, the 
“Ricardian” approach implicitly assumes zero 
adjustment costs and therefore yields a lower- 
bound estimate of the costs of climate change. 
Before developing this point, it is necessary to 
observe that the model estimated by MNS is not 
well-behaved. This leads to some difficulties in 
explaining the logic of the distinction between 
the MNS comparative static and a more appro-
priate dynamic model.

The comparative static approach allows us, in 
principle, to calculate the optimal temperature 
for U.S. agriculture, when there are zero adjust-
ment costs. For this calculation to be made, 
however, it is necessary that the implied tech-

* Quiggin: Department of Economics, James Cook Uni-
versity, Townsville, Queensland 4811, Australia; Horowitz: 
Department of Agricultural and Resource Economics, Uni-
versity of Maryland, College Park, MD 20742. We thank 
the National Science Foundation and the Australian Re-
search Council for support.

nology have the concavity properties required 
for the existence of a global optimum. For the 
model estimated by MNS, where land values 
are a quadratic function of temperatures, the 
relevant condition is that the quadratic term 
should be negative. In the equations estimated 
by MNS, this condition is not satisfied, since the 
quadratic term for October is typically positive.

Using equation (iv) of MNS Table 3, we can 
calculate that the deviations from the means of 
January, April, and July temperatures that max-
imize farm values are -30°, 1°, and -146°F. 
Mean January, April, and July temperatures in 
the United States are roughly 37°, 56°, and 78°. 
Therefore, the optimal temperatures for Janu-
ary, April, and July are in the neighborhood of 
7°, 57°, and -68°, while no finite optimum 
exists for October temperatures. These unusual 
results presumably reflect estimation problems, 
probably arising from multicollinearity. What-
ever the cause, it is evident that, although the 
MNS equations fit the data reasonably well, 
they will not, in general, be well-behaved for 
data points lying outside the range of the data 
set used in estimation. This casts doubt on the 
accuracy of comparative static estimates of the 
costs of global warming derived from the MNS 
model.

Even if the MNS model produced accurate 
comparative static estimates, however, these es-
timates would not provide an appropriate basis 
for estimating the costs of global warming or for 
assessing policies designed to mitigate warm-
ing. The question addressed by MNS may be 
stated as, “If temperatures were and always had 
been 5°F higher, what difference would it make 
to the net social surplus arising from US agri-
culture?” But the effect of a 5°F change would 
be very different if the climate were 5°F warmer 
next year, than if mean temperatures rose by
0.01°F per year over 500 years. The difference 
between these cases is in the costs that would be 
incurred in adjusting to the new climate, not in 
the overall temperature increase. The MNS
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analysis cannot distinguish between these two 
cases.

There are strong reasons to expect that a 
comparative static approach will yield small 
estimates of global warming’s impact on agri-
culture. Agriculture is possible under a wide 
range of climate conditions, and the United 
States contains both regions where low temper-
atures are the main limiting factor and regions 
where high temperatures are the main limiting 
factor. In a well-behaved version of the MNS 
model, this fact would be reflected by an obser-
vation that actual climatic conditions in the 
United States are above the estimated tempera-
ture optimum in some counties and below it in 
others. Temperature change would be expected 
to be disadvantageous in the former areas but 
beneficial in the latter, and if land area is ap-
proximately uniformly distributed across re-
gions then global warming will have a small 
effect on aggregate output, when adjustment 
costs are ignored.

Therefore, economists should focus attention 
on the costs of adjustment, which are necessar-
ily positive. If, in the example of MNS, land 
currently used for wheat and com is to be turned 
over, first to grazing and then to retirement 
homes, it will be necessary for farmers with 
crop-specific skills to move (presumably north-
ward) or acquire new skills, and for items of 
capital stock such as grain elevators and flour 
mills to be relocated or scrapped. How large 
these adjustment costs will be is as yet unan-
swered, but the comparative static analysis can 
give no indication of their magnitude.

There are also practical difficulties with the 
comparative static approach. The MNS ap-
proach is based on differences between the cur-
rent climate and that predicted to prevail with 
higher greenhouse gas concentrations. By con-
trast, a fully dynamic assessment will focus 
attention on the rate of change of temperature 
and other climate variables rather than their 
level. Users of the static approach must not only 
select an (implicit) estimate of the rate of

change of temperature but also a cutoff date at 
which to make the calculation. This will pro-
duce either noncomparable estimates across dif-
ferent studies, if different stopping dates are 
chosen, or an unjustified focus on a particular 
date.

Adjustment costs might be estimated in two 
ways. First, a micro-level examination of capi-
tal stocks and depreciation rates could be used 
to estimate the rate at which climate-specific 
capital would need to be scrapped in order to 
achieve the necessary rate of adjustment. For 
agriculture, it seems likely that the largest costs 
would arise with respect to irrigation. As MNS 
note, irrigation is an endogenous response to 
climate, but it is a response characterized by 
large stocks of long-lived capital. A significant 
change in temperature or rainfall patterns could 
render many existing investments useless.

An alternative approach to the estimation of 
adjustment costs could focus on observed re-
sponses to changes in relative prices. Changes 
in relative yields arising from climate change 
are, from the point of view of profit-maximizing 
farmers, similar to changes in relative prices. 
However, estimation difficulties would arise 
from the fact that changes in climate are more 
persistent than changes in prices.

In summary, the main costs of global warm-
ing are almost sure to be adjustment costs. Eco-
nomic analysis of global warming should focus 
on the rate of temperature change, not temper-
ature level. Such an analysis is more difficult 
than the comparative static analysis offered by 
MNS. However, it is likely to give us a very 
different, and more accurate, picture of the im-
pact of global warming.
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[8]
The Impact of Global Warming on Agriculture: A Ricardian

Analysis: Reply

In Mendelsohn et al. (1994), hereafter MNS, 
we suggested a “Ricardian” approach to mea-
suring the impact of global warming on agricul-
ture. Under this approach, we first estimated the 
impact of climate on agricultural land values 
and then predicted the impacts of climate 
change on agriculture using these estimated re-
lationships.

John Quiggin and John K. Horowitz (1999), 
hereafter Q&H, raise three concerns about the 
Ricardian method. First, they note that it is 
important to measure damages across time and 
not rely strictly on comparative statics since the 
warming is predicted to move gradually over a 
very long time period. Second, they note that 
one of the costs of adapting to climate change is 
adjustment costs; these are not included in our 
estimates and could be important. Third, they 
argue that some of the second-order seasonal 
terms in the estimates are positive, not negative 
as expected, which in their view raises ques-
tions about interpolation of the results outside 
the range of the data.

1. The fact that damages from a stock exter-
nality such as those due to greenhouse gases 
should be modeled using a dynamic analysis is 
surely valid; we have emphasized that point 
repeatedly in our research over the last two 
decades (see Nordhaus, 1979, 1991, 1994). In-
deed, we prefer to analyze climate-change pol-
icy as an optimal control problem which 
requires careful attention to the dynamics of the 
underlying processes.

Empirical understanding of the dynamics, 
alas, is not that easy. One of the most elusive 
aspects of global warming is estimation of the 
impact of climate change on relevant economic 
outcomes, where deriving meaningful measures

* Mendelsohn: School of Forestry and Environmental 
Studies, Marsh Hall, Yale University, 360 Prospect Street, 
New Haven, CT 06511; Nordhaus: Department of Econom-
ics, Yale University, P.O. Box 208268, New Haven, CT 
06511.

has proven extremely difficult. Virtually every 
study of impacts takes the comparative statics or 
“snapshot” approach, where a modified climate 
is imposed upon a given (usually today’s) eco-
nomic structure. The static comparative struc-
ture is, in our view, a useful first step and is the 
approach we took in our Ricardian model in 
MNS. More recent work (Mendelsohn and Mi-
chael Schlesinger, 1999) presents climate- 
response functions that can serve as building 
blocks for future dynamic analyses of impacts. 
It must be emphasized, however, that reliable 
estimates of the transition cost of climate 
change are extremely fragile because we have 
but the most rudimentary understanding of both 
climate dynamics and farmer dynamics.

2. Q&H are also correct in emphasizing the 
importance of adjustment costs in estimating 
impacts. Climate-change impacts in sectors 
with large and long-lived capital stocks may 
involve significant adjustment costs. The stud-
ies by Brent Sohngen and Mendelsohn (1998) 
of timber stocks and Gary Yohe et al. (1996) of 
coastal structures both indicate that dynamic 
models of adjustment are important in these two 
sectors. However, both coastal structures and 
timber resources involve huge capital stocks 
which are difficult to adjust. The same domi-
nance of capital structures is not as apparent in 
the agricultural sector more generally. We are 
consequently skeptical whether adjustment 
costs will ultimately prove to be an important 
issue in assessing the effects of climate change 
on agriculture. One way of addressing adjust-
ment costs alluded to by Q&H is to determine 
the impact of interannual fluctuations in tem-
perature and precipitation. This has been quan-
tified in another Ricardian study (Mendelsohn 
et al., 1996), which indicated climate (espe-
cially temperature) variance caused large agri-
cultural damages. However, interannual 
temperature variation is a poor proxy for cli-
mate change. According to current projections, 
greenhouse warming is expected to increase
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U.S. temperature between 1°C and 3.5°C over 
the next century. The issue is whether a pro-
jected change which is this slow is likely to 
cause large adjustment costs to an industry as 
adaptable as agriculture appears to be.

Adjustment is costly primarily because of 
farm-specific capital. Farmers do have substan-
tial capital investments, but in equipment like 
tractors and harvesters that have relatively short 
economic lifetimes. Over a century, farmers can 
roll over most of their capital stock several 
times as they adapt to the changing climate, and 
adjustment costs for this capital are likely to be 
trivially small. Some agricultural capital, partic-
ularly structures and soils, may have longer 
lifetimes, and some local climate changes may 
not be smooth and gradual. However, there is no 
evidence that adjustment costs associated with a 
change of 0.01 to 0.035°C per year would entail 
significant adjustment costs. To put this in per-
spective, the U.S. Department of Commerce 
estimates that the current-dollar value of farm 
structures in 1982, the year of our central esti-
mate, was $150 billion.1 Assuming that the ef-
fective lifetime of this capital is reduced from 
50 years to 40 years (a desperately pessimistic 
assumption), the annualized economic cost of 
this life-shortening would be $0.45 billion. This 
number is more than an order of magnitude 
smaller than the uncertainty among the different 
impact estimates using the Ricardian model. 
Short-term weather fluctuations, such as those 
seen in the 1930’s, are likely to be much more 
important for adjustment costs than those asso-
ciated with global warming over the next half 
century.

3. Q&H also note that the MNS coefficients 
for the quadratic terms on temperature have 
positive values, implying that farm values are 
convex with respect to temperature. Common 
sense would suggest a concave temperature re-
sponse function. In further work, we have ex-
plored why the climate-response function in 
MNS does not have the expected concavity. The 
original MNS study estimated the response of 
land values to climate given the existing land in 
crops. Subsequent research (Mendelsohn et al., 
1996) has shown that climate also affects the

1 These data are available at the BEA web site at http:// 
www.bea.doc.gov/bea/dn2.htm.

fraction of land which is devoted to crops. In 
extremely cold, hot, or dry climates, less land is 
used for farming. Taking this into account, the 
agricultural response function to temperature 
has the expected hill shape. That is, the second- 
order terms with respect to temperature are neg-
ative as expected (Mendelsohn et al., 1996). 
Projecting both to polar regions and tropical 
regions, the expanded model predicts that the 
temperate zone has the most valuable agricul-
tural climate.

Q&H are concerned that MNS might have 
understated the damages from climate change 
and may mislead analysts concerning the seri-
ousness of the economic consequences of 
global warming. However, subsequent research 
suggests that MNS may actually have presented 
too pessimistic an outlook for U.S. agriculture. 
Perhaps the most important factor excluded 
from the MNS model is C02 fertilization. Cur-
rent research indicates that the buildup of atmo-
spheric C 02 is likely to have major beneficial 
impacts on crop growth. Recent agronomic 
studies which include adaptation and carbon 
fertilization confirm these results (Richard 
Adams et al., 1998). The original MNS study 
was controversial because it was one of the first 
impact studies to predict warming would be 
beneficial. However, subsequent studies that in-
clude full adaptation (such as Adams et al., 
1999) find agricultural results that are consistent 
with MNS.

Our view is that the major open questions 
about the impacts of global warming lie largely 
outside the U.S. agricultural sector. Indeed, 
many studies have concluded that the impact of 
climate change on the market sectors in the 
United States are likely to be modest over the 
next century (Mendelsohn and James Neumann,
1998). The major uncertainties about impacts 
are nonmarket impacts (health, aesthetics, eco-
system changes, and the potential for cata-
strophic changes) and the impacts on poor and 
tropical countries. Research on these areas will 
be a fruitful area for economic research for 
many years to come.
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[9]
The Impact of Global Warming on Agriculture: A Ricardian

Analysis: Comment

B y  R o y  D a r w in *

In 1994, Robert Mendelsohn et al., hereaf-
ter MNS, presented what they term the 
“Ricardian” approach for estimating the im-
pact of global climate change on land values. 
With appropriate caveats, this approach can 
provide useful information about the eco-
nomic effects of climate-induced agricultural 
changes when traditional welfare measures 
are not available (Darwin, 1999). I am con-
cerned, however, that MNS’s 1994 models 
produce estimates that violate basic agricul-
tural and/or economic principles. This is es-
pecially true of their preferred model, which 
greatly overestimates the value of warm- 
weather agriculture in the United States.

The two most-cited models in MNS (1994) 
use 1982 values of farm real estate per acre at 
the county level as their dependent variable. 
Climatic influences are captured by linear and 
quadratic terms for temperature and precipi-
tation in January, April, July, and October. 
Control variables account for differences in 
soils, altitude, and proximity to markets. One 
MNS model uses cropland and the other uses 
crop revenues to weight observations during 
estimation.1 Cropland weights, i.e., the per-
centage of each county in cropland, tend to 
emphasize grain production, which thrives in 
the Midwest and the relatively cool climate of 
the northern United States. Crop-revenue 
weights, i.e., the value of crop products sold 
by farms each county, tend to emphasize the 
irrigated lands of the coastal West and South 
where Mediterranean and subtropical climates 
are found. I refer to these models as the 
cropland model and crop-revenue model, re-

* U.S. Department of Agriculture, Economic Research 
Service, 1800 M Street, NW, Room 4180, Washington, DC 
20036. The views expressed herein do not necessarily re-
flect those of the U.S. Department of Agriculture.

1 Crop revenue is the value of crop products sold by 
farms and consists of the gross market value of all crops 
sold or removed from the place regardless of who received 
payment.

spectively. MNS claim that the crop-revenue 
model is more inclusive and reflects a broader 
definition of agriculture than the cropland 
model.

The basic agricultural principle implicit in 
the Ricardian approach is that the underlying 
functional form of the relationship between 
temperature and agricultural productivity is hill-
shaped (MNS, 1996). Where temperatures are 
generally low, say around 0°C, land is not very 
suitable for agricultural production and the 
value of such land approaches zero. As temper-
atures increase above 0°C, agricultural possibil-
ities and farmland value increase assuming that 
soil moisture conditions are suitable. Above 
some optimal temperature, however, agricul-
tural productivity and farmland value begin to 
decline. At relatively high temperatures, land 
again becomes unsuitable for agricultural pro-
duction (even with sufficient water) and farm-
land value is low. However, the models 
presented in MNS (1994) are not fully consis-
tent with this basic Ricardian principle (see 
MNS, 1996). While MNS’s cropland model is 
consistent with the principle, their crop-revenue 
model is not (see Darwin, 1999). The omission 
of an important variable—irrigation—is a likely 
reason.

Although the value of irrigation capital, 
legal rights to, and the availability of, irriga-
tion water determines farmland value, MNS’s 
1994 models omit irrigation variables. As a 
result, the effect of irrigation on farmland 
value is inappropriately captured by the coef-
ficients on their climate and geography vari-
ables. This approach results in biased 
parameters on climate variables within the 
counties and fails to account for other rele-
vant climate variables. To illustrate these 
problems, let farmland value, V, be:

(1) V = aQ + b J gs + b2Pgs

+ b,Pngs + b j
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where Tgs is temperature during the growing 
season, Pgs is precipitation during the grow-
ing season, Pngs is precipitation during the 
nongrowing season (part of which may re-
plenish soil moisture), and I is irrigation. 
Assuming bx, b2, and b3 > or ^  0, and b4 > 
0 provides the greatest generality for an indi-
vidual county.

Also let the availability of irrigation, 7, be:

(2) /  = a{ + b5Tgs 4- b6Pgs + b7Pngs

+ b%P0Jhr 4- b9Tothr

where Pothr is precipitation that serves as a 
source of irrigation water from outside the 
county and T 0 th r  is the temperature of areas 
where Pothr falls or its runoff passes through. 
Irrigation systems are more likely to exist in 
counties where temperature and precipitation 
during the growing season are, respectively, 
relatively high and low, so b5 >  0 and b6 <  0. 
Irrigation water is more likely to be available in 
counties where precipitation occurs during the 
nongrowing season or outside the county so 
b7 >  0 and bs > 0. Higher temperatures in 
other areas are likely to reduce the availability 
of irrigation water on average because they re-
duce runoff by increasing evapotranspiration so 
b9 <  0. This negative relationship is strength-
ened if snowpack, which naturally helps to store 
water precipitated during nongrowing seasons 
until it is needed during growing seasons, is a 
major component of a county’s agricultural 
system.

Substituting equation (2) into equation (1) 
and rearranging yields:

(3) V= (a0 + M i  + bAb%Pothr

+ b4b9Tothr) + (b\ 4- b4b5)Tgs

+ (b2 + b4b6)Pgs

+ (&3 4- b4b7)Pngs

where (b, 4- b4b5) > b {, (b2 4- b4b6) < b2, 
and (b3 4- b4b7) > b3. The intercept term in 
equation (3) shows that MNS’s models do not 
estimate the effects on farmland values that 
global climate change might have when irri-
gation water originates outside the county in

which it is used. Snowpack in the Sierra Ne-
vada Mountains, for example, is an important 
source of California’s irrigation water. In-
creased precipitation in these mountains 
would mean greater supplies of irrigation wa-
ter. Rising temperatures in these mountains 
on the other hand could reduce overall snow-
pack or release meltwater from snowpack 
sooner than needed. Rising temperatures in 
lowland areas through which this water 
passes would also reduce the amount of water 
available for irrigation. The net effect could 
easily be a net loss in farmland values which 
neither the cropland nor crop-revenue model 
could distinguish.

Equation (3) also shows that reduced-form 
parameters on climate variables in counties 
that rely heavily on irrigation differ from pa-
rameters on climate variables in counties 
where irrigation is not necessary. Combining 
irrigated and nonirrigated counties while ig-
noring these differences results in biased es-
timates of bu b2, and b3. Although likely to 
occur in both models, parameters will be bi-
ased more in the crop-revenue model because 
of its greater emphasis on irrigated areas. 
Temperature increases in July and October 
(which is part of the growing season for some 
vegetables and fruits in the truck farm and 
citrus-fruit belt), for example, are less harm-
ful or more beneficial, respectively, in the 
crop-revenue than in the cropland model. 
Also, precipitation increases in January are 
more beneficial in the crop-revenue than in 
the cropland model, while an additional inch 
of July rain is beneficial in the cropland 
model, but harmful in the crop-revenue 
model. This bias reenforces the crop-revenue 
model’s intended emphasis on warm-weather 
agriculture.

The bias toward warm-weather agriculture 
in the crop-revenue model is reenforced in 
other ways as well. Both models, for example, 
neglect U.S. livestock and poultry production. 
Cropland weights ignore permanent pasture, 
while crop-revenue weights disregard live-
stock sales. The latter generated 53 percent of 
farm revenues in 1982. Thirty-nine percent of 
livestock and poultry sales, however, oc-
curred in eight grain-belt states—Illinois, In-
diana, Iowa, Kansas, Minnesota, Missouri, 
Nebraska, and Wisconsin, while only 10 per-
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cent of livestock-related sales occurred in the 
coastal states of California, Florida, Oregon, 
and Washington (U.S. Bureau of the Census 
[USBC], 1984). In addition, crop-revenue 
weights exclude the value of crops harvested 
and fed directly to livestock on the same farm. 
These crops include grass consumed by live-
stock on cropland pasture (i.e., pasture that 
could have been used for crops without 
additional improvement) as well as most hay 
and com silage. Finally, it is important to note 
that temperate-weather crops were twice as 
important as warm-weather crops to U.S. ag-
riculture in 1982. Grain-belt crops like maize, 
soybeans, and wheat made up 51 percent of 
crop sales, while fruits and vegetables made 
up only 16 percent and cotton and tobacco 
made up only 10 percent of crop sales in 1982 
(USBC, 1984). These facts contradict MNS’s 
claim that the crop-revenue model is more 
inclusive and reflects a broader definition 
of agriculture than the cropland model. In-
stead they indicate that the crop-revenue 
model greatly overemphasizes warm-weather 
agriculture.

Last but not least, estimates from MNS’s 
models violate a basic economic principle, 
e.g., farmland values must be positive (or 
equal to zero). Estimated changes in farmland 
values based on results from 16 general cir-
culation climate models range from -$1,522 
billion to $413 billion and from -$969 bil-
lion to $1,209 billion, respectively, for the 
cropland and crop-revenue models (Mendel-
sohn and Nordhaus, 1996). The total nominal 
value of farm real estate in 1982, however, 
was only $763.2 billion (USBC, 1984). This 
implies that MNS’s models predict negative 
farmland values in some counties under 
global climate change. MNS recognized this 
problem in their 1994 article, where they pro-
vided “truncated” impacts, in which losses in 
farmland value at the county level were lim-
ited to the original value of the land, as pre-
ferred economic measures. Truncation, 
however, focuses on only half the problem. 
The mechanisms that generate invalid dam-
ages almost certainly generate invalid benefits 
as well. This would be especially true for the 
crop-revenue model with its overemphasis on 
warm-weather agriculture.

Mendelsohn and Nordhaus (1996) pointed

out that getting the size of the economic 
shock right with the Ricardian approach is 
important. The issues raised in this paper 
indicate that both MNS’s cropland and crop- 
revenue models have difficulty in getting the 
size of the shock right. Fortunately the prob-
lems discussed here are correctable. The first 
step is to include a term that eliminates the 
bias caused by ignoring irrigation.2 One way 
is to recognize that V = s lVl + s2V2, where 
Si is the share of land type i, and i = (1, 2) 
represents nonirrigated and irrigated land, re-
spectively. Calculate s2 using irrigated farm-
land per county (USBC, 1984). Then 
substitute an equation like equation (1), but 
without the irrigation term, for nonirrigated 
land values, Vu and multiply by s {. The 
second step (to be taken in addition to step 
one) is to use more neutral weights on the 
observations. Farmland weights, i.e., the total 
amount of farmland in each county, for ex-
ample, would reduce the influence of the rel-
atively small counties located in the Midwest 
grain belt that an unweighted estimation 
would generate without discriminating 
against livestock production.3 The third step 
is to implement estimation procedures that 
explicitly recognize that farmland values are 
positive. One approach would be to collect 
climate, soil, and other data for U.S. counties 
with no farmland, e.g., where the value of 
farmland equals zero, and estimate a Tobit 
model; another would be to specify the de-
pendent variable as the natural logarithm of 
farmland values (G. S. Maddala, 1983). In 
any event, because the standard error of a 
prediction based on linear regression models 
increases the further away the values of the 
independent variables are from their means 
(Maddala, 1977), practitioners of the Ricard-
ian approach should report standard errors 
of their models and confidence limits for 
projections to facilitate more meaningful

2 In their 1994 paper, MNS said that they included irri-
gation in some of their models, but they did not describe 
how or present results.

3 MNS (1996) presented some farmland-weighted 
models of farmland values that included variation terms 
in addition to deviations (and squared deviations) from 
means of climate variables as independent variables. The 
models did not include irrigation.
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assessments of the agricultural effects of
global climate change.
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[10]
The Impact of Global Warming on Agriculture: A Ricardian

Analysis: Reply

By R o b e r t  M e n d e l s o h n  a n d  W i l l i a m  N o r d h a u s *

The original Ricardian study (Mendelsohn et 
al., 1994) (MNS) was significant because it was 
one of the first studies to demonstrate that cross- 
sectional evidence could provide quantitative 
estimates of the economic effects of climate. 
The study was also significant because it was 
one of the first empirical studies to demonstrate 
that warming could be beneficial. Although 
other climate studies of agriculture and forestry 
now obtain similar results (Mendelsohn and 
James Neumann, 1998), these findings were 
more controversial five years ago. The MNS 
study also revealed, however, that cross-sec-
tional analyses are demanding and can profit 
from constructive criticism.

Roy Darwin (1999) raises several points in 
his note on the Ricardian model. First, he notes 
that the estimated crop-revenue model in MNS 
is not hill-shaped with respect to temperature as 
expected. The sum of the second-order coeffi-
cients on temperature in MNS is positive (see 
Table 1). He speculates that the omission of 
irrigation from the analysis is the likely cause of 
this problem. He further speculates that the 
omission of irrigation has biased the climate 
coefficients especially in the crop-revenue 
weighted regression. Finally, he recommends 
including livestock in the Ricardian regression.

In this note, we follow Darwin’s suggestion 
and include irrigation in the Ricardian model. 
As a point of comparison, two columns in 
Table 1 present the original MNS model with 
cropland weighting and crop-revenue weight-
ing. Two additional columns regress the per-
cent of irrigated farmland on the independent 
variables of the model. The predicted fre-
quency of irrigation from these regressions is

* Mendelsohn: School of Forestry and Environmental 
Studies, Marsh Hall, Yale University, 360 Prospect Street, 
New Haven, CT 06511; Nordhaus: Department of Econom-
ics, Yale University, P.O. Box 208268, New Haven, CT 
06511.

then entered as a new independent variable 
into the Ricardian model.

The irrigation regressions provide some in-
teresting insights. In both irrigation equations, 
warmer winter, spring, and summer tempera-
tures reduce the probability of irrigation. Irriga-
tion increases only with warmer falls. Irrigation 
is used to take advantage of warm falls, not to 
grow crops in warmer climates. Irrigation in-
creases with winter precipitation but falls with 
precipitation in all other seasons. This result 
confirms Darwin’s hypothesis that irrigation is a 
substitute for low rainfall during the growing 
season and is more likely in places with non-
growing season rains. The positive coefficients 
on flood prone and wetland areas further con-
firm that irrigation is more likely in places with 
access to outside water supplies.

The key regressions, however, are the Ricar-
dian models with the second-stage irrigation 
variable included. The new cropland model is 
hardly distinguishable from the original model. 
The irrigation variable is insignificant and the 
climate variables have barely changed. Includ-
ing irrigation has no effect on the cropland 
model. This is not that surprising given that 
only 3 percent of U.S. farmland is irrigated. 
Irrigation does not explain the variation in land 
value across the U.S. landscape.

Irrigation is important in the crop-revenue 
model. The irrigation coefficient is highly sig-
nificant and large, suggesting an irrigated acre 
is worth $910 more than a dryland acre. Irri-
gation is more important in the crop-revenue 
model because irrigated acres are highly pro-
ductive and so they are relatively more im-
portant. Including irrigation has also changed 
the climate coefficients. The marginal effect 
of an increase in annual temperature has risen 
from —$17 to +$4, an insignificant increase. 
The marginal effect of an increase in annual 
precipitation has risen from $123 to $218, a 
significant increase. Including irrigation in 
the Ricardian model increases the beneficial
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Ta b l e  1------Ric a r d ia n  Mo d e l s  Wit h  a n d  With o u t  Ir r ig a t io n 3

Cropland weights Crop-revenue weights

Independent variables
Farm
value

Percent
irrigation

Farm
value

Farm
value

Percent
irrigation

Farm
value

January temperature -88.7 -6.41 -89.6 -160 -9.74 -133
(9.95) (3.64) (9.86) (13.21) (5.02) (11.45)

January temperature squared -1.34 -0.14 -1.37 -2.68 -0.22 -1.88
(6.41) (3.33) (6.31) (10.04) (5.10) (7.28)

April temperature -17.8 -14.6 -20.5 13.6 -6.81 91.1
(1.55) (6.42) (1.62) (1.02) (3.19) (6.79)

April temperature squared -4.90 -0.47 -4.98 -6.69 -0.56 -4.66
(7.43) (3.60) (7.34) (9.61) (4.97) (6.93)

July temperature -155 -2.46 -155 -87.7 -0.28 -128
(14.51) (1.16) (14.52) (6.92) (0.14) (10.42)

July temperature squared -2.96 -0.77 -3.14 -0.30 -0.64 0.17
(4.69) (6.16) (4.31) (0.54) (7.17) (0.32)

October temperature 192 21.9 195 217 23.7 174
(11.09) (6.40) (10.47) (9.06) (6.16) (7.58)

October temperature squared 6.63 0.91 6.81 12.4 1.59 7.89
(7.10) (4.91) (6.81) (12.73) (10.22) (8.24)

January rain 85.1 15.7 87.7 280 26.4 199
(3.88) (3.63) (3.90) (9.77) (5.73) (7.21)

January rain squared 2.74 0.90 2.99 -10.8 -0.18 -8.91
(0.95) (1.58) (1.02) (3.71) (0.37) (3.21)

April rain 104 -8.27 101 82.8 -12.9 126
(4.40) (1.77) (4.21) (2.38) (2.31) (3.81)

April rain squared -16.2 -8.84 -14.2 -62.1 8.69 -63.3
(1.92) (5.30) (1.52) (5.63) (4.89) (6.02)

July rain -34.6 -21.5 -38.7 -116 -20.8 -39.7
(2.63) (8.27) (2.51) (6.17) (6.91) (2.16)

July rain squared 51.9 3.56 51.9 57.0 1.01 29.2
(9.41) (3.26) (9.40) (8.35) (0.92) (4.36)

October rain -50.0 -14.4 -53.2 -124 0.41 -67.5
(2.23) (3.24) (2.29) (3.87) (0.08) (2.20)

October rain squared 2.13 6.38 3.06 171 10.5 119

Control variables
(0.16) (2.36) (0.22) (14.43) (5.51) (10.22)

Constant 1.330 45.7 1,340 1,450 56.4 1,480
(60.18) (10.47) (44.61) (47.22) (11.42) (50.52)

Income per capita 71.1 -2.42 70.5 48.5 -2.23 686
(15.24) (2.63) (14.83) (6.48) (1.85) (9.50)

Density 1,300 0.02 1,310 1,530 0.01 1,470
(18.51) (1.56) (18.48) (18.48) (0.57) (18.71)

Density squared -172 -0.01 -172 -204 -0.01 -181
(5.31) (0.91) (5.33) (7.61) (1.96) (7.07)

Solar radiation -90.6 -14.1 -93.2 -105 -3.53 -15.0
(6.12) (4.81) (5.94) (5.53) (1.15) (0.79)

Altitude -167 7.78 -167 -163 17.5 15.3
(6.10) (1.43) (6.10) (4.80) (3.21) (0.45)

Salinity -683 -192 -733 -582 -122 -1,230
(3.33) (4.72) (3.21) (2.63) (3.43) (5.77)

Rood prone -164 36.7 -157 -663 9.07 -618
(3.41) (3.86) (3.07) (8.75) (0.74) (8.57)

Wetland -58.4 132 -30.3 762 150 669
(0.48) (5.45) (0.22) (4.49) (5.50) (4.13)

Soil erosion -1,260 58.2 -1,240 -2,690 112 -3,350
(6.21) (1.45) (6.05) (8.37) (2.17) (10.85)

Slope length 17.3 18.4 23.1 54.0 31.0 -21.5
(2.90) (15.54) (1.79) (6.35) (22.68) (2.33)

Sand -138 31.6 -132 -288 -13.3 -255
(2.72) (3.13) (2.54) (4.24) (1.22) (3.94)

Clay 86.4 0.36 87.0 -7.90 9.59 -30.2
(4.09) (0.08) (4.11) (0.23) (1.71) (0.91)

Water capacity 378 -0.86 380 206 -60.6 222
(9.69) (0.11) (9.67) (3.89) (7.14) (4.41)

Permeability -2.50 2.64 -1.76 -12.7 3.00 -39.1
(1.07) (5.74) (0.64) (5.68) (8.32) (14.93)

Irrigation — — -193
(0.51)

911
(17.42)

Adjusted R 1 0.779 0.436 0.779 0.837 0.764 0.852
Observations 2,938 2,938 2,938 2.938 2,938 2,938

a Values in parentheses are t-statistics.
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effect of higher temperatures and especially 
precipitation. Because irrigation is a substi-
tute for precipitation, it may seem odd that 
precipitation is more valuable with irrigation 
in the model. Irrigation, however, involves 
substantial capital investments that increase 
the purchase price or observed land value of 
farms. By introducing irrigation explicitly in 
the model, one controls for these additional 
investments. The value of low precipitation 
farms (with more irrigation) falls, taking into 
account irrigation capital, making precipita-
tion more valuable.

Darwin’s concern that irrigation should be 
included in the Ricardian crop-revenue model is 
confirmed. However, contrary to his expecta-
tion, the original model was not too optimistic 
about temperature and precipitation. It was 
slightly too pessimistic. Predictions of the ef-
fects of warming increase slightly with irriga-
tion in the Ricardian model. For example, a 
2°C, 8-percent precipitation warming, accord-
ing to the crop-revenue model in MNS, in-
creases crop net revenues by 3.3 percent while 
the new model predicts an increase in crop net 
revenues of 10.4 percent.

Interestingly, the second-order terms on tem-
perature in the crop-revenue equation continue 
to be positive in Table 1 even with irrigation. 
The problem with the shape of this function is 
not due to irrigation. What is missing in Table 
1 is a function describing the effect of climate 
on the probability that land is being farmed. 
When aggregate farm value per acre of land is 
used as the dependent variable in a Ricardian 
analysis, the second-order temperature coeffi-
cients have the correct sign (Mendelsohn et al., 
1996).

Despite Darwin’s concern with the crop- 
revenue model, we continue to favor this 
model over the cropland model. We feel it is 
more representative of the agricultural sector, 
even though it may be less representative of

the landscape. Crop-revenue weights distrib-
ute the influence of all crops according to 
their contribution to GNP. There is no evi-
dence that crop-revenue weights give warm- 
weather crops too much influence. As Darwin 
himself notes, over half of crop revenues be-
long to the grain-growing states and only 
one-fourth of crop revenues come from 
warm-weather crops.

It is important to remember that the Ricardian 
model was designed to measure the influence of 
climate on crops. Darwin’s suggestions to in-
clude livestock in the crop model would prob-
ably only muddy the waters since there is no 
reason to expect that livestock would have the 
same relationship with climate as crops. The 
crop model already accounts for the influence 
that crop production may have on livestock 
production. In order to measure the effect of 
climate on livestock; it would be best to esti-
mate an independent regression of livestock net 
income on climate.
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Economic analyses of efficient policies to slow climate change require combining economic and 
scientific approaches. The present study presents a dynamic integrated climate-economy (‘DICE’) 
model. This model can be used to investigate alternative approaches to slowing climate change. 
Evaluation of five policies suggest that a modest carbon tax would be an efficient approach to 
slow global warming, while rigid emissions-stabilization approaches would impose significant net 
economic costs.

1. Introduction

The threat o f  climate change has becom e a major econom ic and political 
issue, symbolic o f growing concerns that humans are making irreversible and 
potentially calamitous interventions in life-support systems. Climatologists 
and other scientists have warned that the accum ulation o f  carbon dioxide  
(C 0 2) and other greenhouse gases (GHGs) is likely  to lead to global 
warming and other significant climatic changes over the next century. Many 
scientific bodies, along with a growing chorus o f environmentalists and 
governments, are calling for severe curbs on the emissions o f  greenhouse  
gases, as for example the reports o f  the Intergovernmental Panel on Climate 
Change [IPPC (1990)] and the Second World Climate Conference (October 
1990). Governments have recently approved a ‘framework treaty’ on climate 
change to monitor trends and national efforts, and this treaty form ed the 
centerpiece o f the ‘Earth Summit’ held in Rio in June 1992.

To date, the calls to arms and treaty negotiations have progressed more or

C orrespon den ce to: Professor William D. Nordhaus, Cowles Foundation, Yale University, Box 
1972, Yale Station, New Haven, CT 06520, USA.

*This research was supported by the National Science Foundation. The author is grateful for 
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less independently of economic studies of the costs and benefits of measures 
to slow greenhouse warming. Over the last few years, however, a growing 
(but not unanimous) body of evidence has pointed to the likelihood that 
greenhouse warming will have only modest economic impacts in industrial 
countries, while program s to cut G H G  emissions will impose substantial 
costs. Like two ships passing in the night, the economic studies and the 
treaty negotiations seems to be proceeding independently under their own 
steam.

N otw ithstanding the difficulties of m arrying the economic analysis with the 
policy process, the need to address the potential issues raised by future 
climate change is daunting for those who take policy analysis seriously. It 
raises formidable issues of data, modeling, uncertainty, international coordi-
nation, and institutional design. In addition, the economic stakes are 
enorm ous, involving investments on the order of hundreds of billions of 
dollars a year to slow or prevent climate change.

In earlier studies, I developed a simple cost-benefit framework for 
determ ining the optim al ‘steady-state’ control of C 0 2 and other greenhouse 
gases.1 This earlier study came to a m iddle-of-the-road conclusion that the 
threat of greenhouse warm ing was sufficient to justify modest steps to slow 
the pace of climate change, but I found that the calls for draconian cuts in 
G H G  emissions by 50% or m ore were not w arranted by the current scientific 
and economic evidence on costs and impacts.

The earlier studies had a num ber of shortcomings, but one of the most 
significant from an analytical point of view was the inadequate treatm ent of 
the dynamics of the econom y and the climate. The steady-state approach is 
unsatisfactory primarily because of the extraordinarily long time lags 
involved in the reaction of the climate and economy to greenhouse gas 
emissions. C urrent scientific estimates indicate that the m ajor G H G s have an 
atm ospheric residence time over 100 years; moreover, because of the great 
thermal inertia of the oceans, the climate appears to have a lag of several 
decades behind the changes in G H G  concentrations; and there are long lags 
in introduction of new technologies in hum an economies to changing 
economic conditions. It would appear, therefore, that the dynamics are of the 
essence and that an exam ination of the steady state may provide misleading 
conclusions for the steps that we should take at the dawn of the age of 
greenhouse warming.

The plan of the present study is to develop a dynamic, global model of 
both the impacts of and policies to slow global warming. It is an integrated 
model that incorporates both the dynamics of emissions and impacts and the 
economic costs of policies to curb emissions. We call it the DICE model as

‘The latest version appears in abbreviated  form in N ordhaus (1991a) and in greater detail in 
N ordhaus (1991b).
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an acronym for a ‘Dynamic Integrated Climate-Economy model’.2 This new 
model is an advance over earlier studies in that it allows for different policies 
in the transition path from those in the ultimate steady state. It does this 
through the extension of the standard tools of modern optimal economic 
growth theory and adding to this analysis both a climate sector and a 
closed-loop interaction between the climate and the economy. The model is 
sufficiently small as to be transparent (or at least translucent), to allow a 
range of sensitivity analyses, and to be available for a number of further 
extensions.

The purpose of this paper is to lay out in details the structure of the model 
and the nature of the assumptions. The first section lays out the algebra of 
the model in simplified form. The following sections derive the parameters of 
the model in detail. The final sections then show some empirical runs of the 
model and provide estimates of the optimal policy along with some 
alternative approaches.

2. Methodology

Existing empirical studies of the interaction between climate change and 
economic growth have generally been of a partial-equilibrium or static 
nature. Much economic work has to date analyzed the costs of different 
GHG restrictions. Estimating the economic and other impacts of greenhouse 
warming has proved extremely difficult. I have attempted to summarize the 
results of studies for the United States [see Nordhaus (1991c)], but these 
remain incomplete in a number of respects.

The present study constructs a dynamic optimization model for estimating 
the optimal path of reductions of GHG gases. The basic approach is to use a 
Ramsey model of optimal economic growth with certain adjustments and to 
estimate the optimal path for both capital accumulation and GHG-emission 
reductions. The resulting trajectory can be interpreted as either (i) the most 
efficient path for slowing climate change given initial endowments or (ii) as 
the competitive equilibrium among market economies where the externalities 
are internalized using the appropriate social shadow prices for GHGs. We 
first describe the approach verbally and then present the model in equation 
form.

In intuitive language, the approach is the following. Begin with the market 
sector of the economy. The global economy is assumed to produce a 
composite commodity. This means that countries can differ in their quantita-

t e  complete model is presented in a forthcoming book [Nordhaus (1993a)]. In addition, the 
theoretical underpinnings of the model are developed in a companion paper, Nordhaus (1993b), 
which developed an optimal growth model in which to analyze the issue of the optimal response 
to the threat of climate change under conditions of certainty.
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tive attributes, but there cannot be large differences in the composition or 
relative proportions of different commodities. While this is a restrictive 
assumption, preliminary work with a more complete multi-country model 
suggests that aggregation does not affect the major conclusions.

Our composite economy is endowed with an initial stock of capital, labor, 
and technology, and all industries behave competitively. Each country 
maximizes an intertemporal objective function, identical in each region, 
which is the sum of discounted utilities of per capita consumption times 
population. Output is produced by a Cobb-Douglas production function in 
capital, labor, and technology. Population growth and technological change 
are exogenous, while capital accumulation is determined by optimizing the 
flow of consumption over time.

The next part of the model introduces a number of relationships that 
attempt to capture the major forces affecting climate change. This part 
includes an emissions equation, a concentrations equation, a climate equa-
tion, a damage relationship, and a cost function for reducing emissions. 
Emissions represent all G HG emissions, although they are most easily 
interpreted as C O z. Uncontrolled emissions are a slowly declining fraction of 
gross output; this assumption is consistent with a complex set of assumptions 
about the underlying production functions. GHG emissions can be 
controlled by increasing the prices of factors or outputs that are 
GHG-intensive.3

Atmospheric concentrations are increased with emissions, with concen-
trations reduced with an atmospheric residence time of 120 years. Climate 
change is represented by realized global mean surface temperature, which 
uses an equilibrium relationship drawn from the consensus of climate 
modelers and a lag given by a recent coupled ocean-atmospheric models. The 
economic impacts of climate change are assumed to be increasing in the 
realized temperature increase.

We note that this model has one major shortcoming as a representation of 
economic and political reality. It assumes that the public goods nature of 
climate change is somehow overcome. That is, it assumes that, through some 
mechanism, countries internalize in their national decision making the global 
costs of their emissions decisions. This seems unlikely, but the current 
solution has the virtue of calculating the equilibrium that would emerge were 
each country to behave in such a farsighted and altruistic fashion.

3One concern that has arisen about this set of assumptions is whether it is consistent with 
fundamental laws of physics. Is it possible, in other words, to have an indefinite decline in 
emissions-output ratios? In principle, the answer is clearly yes because output is measured in 
‘utils’ (or, more precisely, in ratios of marginal utilities), not in physical terms. Reductions arise if 
the composition of output moves toward goods and services that have lower intensities of 
constrained physical units (away from copper wire and toward moving a few electrons in fibers). 
Moreover, the waste of energy in current economic activity is prodigious.
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3. Model

3.1. Basic outline4

In estimating the efficient path of capital accumulation and emissions 
reduction, we use the following model and assumptions. The different regions 
of the world are aggregated together and we analyze the optimal policy for 
the average individual. Clearly, this assumption misses much of the current 
dilemma and debate between developed and poor countries, and it also 
averages out the losers and the winners from climate change. The defense of 
this assumption is that this study is concerned with the efficient intertemporal 
policies, not with the issues concerning the distribution of income across 
countries or people.

The model operates in steps of 10 years centered on 1965, 1975, 1985, ..., 
2095, . . . .  The model is calibrated by fitting the solution for the first three 
decades to the actual data for 1965, 1975 and 1985 and is then optimizing for 
capital accumulation and GHG emissions in the future. This approach 
assumes that it is desirable to maximize a social welfare function that is the 
discounted sum of the utilities of per capita consumption. The major decision 
is about the level of consumption today, where abstaining from consumption 
today increases consumption for future generations. In technical language, we 
desire to maximize the objective function:

m a x £ U M O , r a i + p r ,  (1)
k(r)} t

which is the discounted sum of the utilities of consumption, U[c(t), P(f)], 
summed over the relevant time horizon. Here U is the flow of utility or 
social well-being, c(t) is the flow of consumption per capita at time f, P(t) is 
the level of population at time f, and p is the pure rate of social time 
preference.5

The maximization is subject to a number of constraints. The first set

4This section presents the bare bones of a longer study which documents the data, 
assumptions, and literature more fully. The longer study is currently available in Nordhaus 
(1992) and will be forthcoming as a monograph from MIT Press in Nordhaus (1993a).

5No issue is more controversial than the role of discounting in long-term environmental 
problems. Much confusion arises because of the failure to distinguish between time discounting 
and goods discounting, a distinction that is well handled in the Ramsey model. Time 
discounting refers to the trade-off between the utility or well-being of different generations and is 
represented by the pure rate of time preference, p, in the objective function. However, most 
social decisions involve goods and services rather than well-being. Society must decide whether 
to make an investment aimed at reducing today’s consumption in order to increase consumption 
in the future; this approach is one of goods discounting, and the intertemporal price is reflected 
in the real interest rate, r. In the framework used here, with no population growth, with a 
growth rate of real income at rate g , and in steady state, goods discounting is related to time 
discounting by the equilibrium formula r = p + ag.
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represents economic constraints, while the second is the novel set of 
climate-emissions constraints.

3.2. Economic constraints6

The first set of constraints is those relating to the growth of output. 
Economists will recognize these as a standard model of optimal economic 
growth known as the ‘Ramsey model’ [Ramsey (1928); Solow (1988)]. The 
first equation is the definition of utility, which is equal to the size of 
population [P(t)] times the utility of per capita consumption u[c(f)]. We take 
a power function to represent the form of the utility function:

v m ,  p(m =p(t){ic(t)y -* -  ij/(i -«). (2)

In this equation, the parameter a is a measure of the social valuation of 
different levels of consumption, which we call the ‘rate of inequality aversion’. 
When a =  0, the utility function is linear and there is no social aversion to 
inequality; as a gets large, the social attitude becomes increasingly egalitar-
ian. In the experiments reported here, we take a =  1, which is the logarithmic 
or Bernoullian utility function.

Output [g (t)] is given by a standard Cobb-Douglas production function 
in capital in technology [/4(f)], capital [/C(r)], and labor, which is pro-
portional to population. The term Q(t) relates to climatic impacts and will be 
described in eq. (12):

Q(t) = Q(t)A(t)K(tyP(t)l ~ \  (3)

where y is the elasticity of output with respect to capital. We assume 
constant returns to scale in capital and labor.

The next equation shows the disposition of output between consumption 
[C(t)] and gross investment [/(t)]:

C(t) = Q (t)-I(t). (4)

This simply notes that output can be devoted either to investment or to 
consumption.

The next equation is the definition of per capita consumption:

c(t) =  C(t)/P(f). (5)

Finally, we have the capital balance equation for the capital stock:

6This section presents a summary of a more extensive analysis of the DICE model. The full 
documentation is given in Nordhaus (1993a).
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(6)

where <5K is the rate of depreciation of the capital stock.

3.3. Climate-emissions-damage equations

The next set of constraints will be unfamiliar to most economists and 
consists of a simple representation of the relationship between economic 
activity, emissions, concentrations, and climate change. As with the economic 
relationships, these equations are highly aggregated.

3.3.1. Emissions
The first equation links greenhouse-gas emissions to economic activity. In 

the analysis that follows, we translate each of the GH G s into its C 0 2 
equivalent. To aggregate the different GHGs, we use a measure of the total 
warming potential, which is the contribution of a G HG to global warming 
summed over the indefinite future. Approximately 80% of the total warming 
potential is due to C 0 2, and we therefore put most of our effort into 
analyzing that gas.

In modeling G HG emissions, I assume that the ratio of uncontrolled 
GHG emissions to gross output is a slowly moving parameter represented by 
(j(r). In what follows, we assume that the exogenous decline in a is 1.25% per 
annum. GHG emissions can be reduced through a wide range of policies. We 
represent the rate of emissions reduction by an ‘emissions control factor’, 

This is the fractional reduction of emissions relative to the uncontrolled 
level. One of the key questions investigated here is the optimal trajectory of 
emissions control. The emissions equation is given as:

In this equation, E(t) is GHG emissions, <r(t) is determined from historical 
data, and it is assumed that G HG emissions were uncontrolled through 1990. 
The variable //(r) is determined by the optimization.

3.3.2. Concentrations
The next relationship in the economy-climate nexus represents the 

accumulation of GHGs in the atmosphere. For the n on -C 02 GHGs, the 
issues are relatively straightforward issues of estimating the atmospheric 
lifetimes or chemical transformations. We concentrate here on C 0 2 because 
that is likely to be the most important gas for greenhouse warming. I assume 
that C 0 2 accumulation and transportation can be represented as a system of

£(r) = [ l - M 0]ff(f)g(t). (7)
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boxes in which each of the boxes is well mixed. The background study 
[N ordhaus (1992a, 1993)] shows that this can be represented by the 
following equation:

M(0 = /?£(r) + (l-<5M)M (r-l), (8)

where M(t) is the change in concentrations from pre-industrial times, p  is the 
marginal atm ospheric retention ratio, and <5M is the rate of transfer from the 
quickly mixing reservoirs to the deep ocean. This equation is the G H G  
analog of the capital accum ulation equation. Atmospheric concentrations in 
a period are determined by last period’s concentrations [A/(f — 1)] times 
(1-<5m), where <5M is the rate of removal of G H G s. We have estimated this 
relationship on historical data  (1860-1985) and derived the following 
equation:

M(t) - 0.9917M(t -  1) - 0.64E(r) R 2 = 0.803, SEE =  0 .519
(0.015) (8')

This is the equation we use in the model.

3.3.3. Climate change
The next step concerns the relationship between the accum ulation of 

greenhouse gases and climate change. Climate modelers have developed a 
wide variety of approaches for estim ating the impact of rising G H G s on 
climatic variables. O n the whole, existing models are, unfortunately, much 
too complex to be included in economic models. A nother difficulty with 
current general circulation models (GCM s) is that they have generally been 
used to estimate the equilibrium  im pact of a change in C 0 2 concentrations 
upon the level of tem perature and other variables. For economic analyses, it 
is essential to understand the dynamics or transient properties of the 
response of climate to G H G  concentrations.

The basic approach is to develop a small model that captures the 
sum m ary relationship between G H G  concentrations and the dynamics of 
climate change. In what follows, we represent the climate system by a m ulti-
layer system; more precisely, there are three layers -  the atm osphere, the 
mixed layer of the oceans, and the deep oceans -  each of which is assumed 
to be well mixed. The accum ulation of G H G s warms the atm ospheric layer, 
which then warms the mixed ocean, which in turn diffuses into the deep 
oceans. The lags in the system are prim arily due to the therm al inertia of the 
three layers. We can write the model as follows:
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T1(f) =  T1( r - l )  +  ( l /R 1){F (t)-A T 1( t - l ) -

(K3A2) T O - l ) - r 2(r-l)]},
(9)

T2(t) =  T2( t - l )  +  (l/R 2){(i?,/T2)[T1( t - 1 ) - T2( t - 1)]},

where Tj(r) =  tem perature of layer i in period t (relative to the pre-industrial 
period); i = 1 for the atm osphere and upper oceans (rapidly mixed layer) and 
i= 2  for the deep oceans; F(f) =  radiative forcing in the atm osphere (relative 
to the pre-industrial period); F, =  the therm al capacity of the different layers; 
r 2 =  the transfer rate from the upper layer to the lower layer; and X = 
feedback param eter.

The next step is to find the appropriate numerical representation of the 
simplified climate model in (9). We estim ate the param eters in (9) by 
calibrating the smaller model to transient runs from larger G C M s and by 
comparing the predictions with historical data. U nfortunately, the models 
disagee by a wide margin, and the historical data  are even further at variance 
from the climate models. In the study here, we use the results from a study 
by Schlesinger and Jiang (1990) for calibration purposes. This study has a 
tem perature-C O , sensitivity of 3°C for C 0 2 doubling, which is close to that 
of the scientific consensus [see N ational Academy of Sciences (1992)].

3.3.4. Impacts
The next link in the chain is the impact of climate change on hum an and 

natural systems. Estim ating the dam ages from greenhouse w arm ing has 
proven extremely difficult. An early discussion is contained in Schclling 
(1983), EPA summarized a num ber of studies (1989), and I put those studies 
into the context of the national-incom e accounts in N ordhaus (1991b). The 
overall assessment of the cost of greenhouse warm ing in the U.S. was that 
the net economic dam age from a 3°C w arm ing is likely to be around 0.25% 
of national income for the United States in terms of those variables could be 
quantified. This figure is clearly incomplete, for it neglects a num ber of areas 
that are either inadequately studied or inherently unquantifiable. As a rough 
adjustment, I increased this num ber to around 1% of to tal U.S. ou tput to 
allow for these unm easured and unquantifiable factors. M aking adjustm ents 
for output com position in different countries, I further raised the estim ated 
impact to 1.33% of global output for all countries. In addition, there is 
evidence that the impact increases nonlinearly as the tem perature increases, 
and we assume that the relationship is quadratic. Therefore, the final 
relationship between global tem perature increase and income loss is:

d(f) = O.O133[7W3]20(r), (10)

where d(t) is the loss of global output from greenhouse warming. Although



144 Climate Change

36 W .D. N ordhau s, C ontrolling greenhouse gases

there is much controversy about the param eters of (10), using alternative 
estimates of impacts does not change the basic results m arkedly.7

3.3.5. Cost of emissions reduction
The last m ajor link in the chain is the costs of reduction of greenhouse 

gases. This is the one area that has been extensively studied and, while not 
without controversy, the general shape of the cost function has been sketched 
on a num ber of occasions. There are num erous estimates, particularly for 
C 0 2, of the cost of reducing G H G s; see the extensive surveys in EPA ■(■■1990). 
N ordhaus (1991c), Dean and Hoeller (1992), Amano (1992), EC (1992a, b) 
and the results of EM F-12.8 Using current annual emissions of 8 billion tons 
of C 0 2 equivalent, my survey suggested that a modest reduction of G H G  
emissions can be obtained at low cost. After 10% reduction, however, the 
curve rises as more costly measures are required. A 50% reduction in G H G  
emissions is estim ated to cost alm ost $200 billion per year in today’s global 
economy, or around 1% of world output. This estimate is understated to the 
extent that policies are inefficient or are implemented in a crash program . 
The final form of the equation used in the model is:

TC (/)/G N P(/) =  /?lMO,,2=0.0686//(r)2-887 ( 1 1)

where /i is the fractional reduction in G H G  emissions and T C /G N P  is the 
total cost of the reduction as a fraction of world ou tpu t.9

Com bining the cost and dam age relationships, we have the (2 relationship 
in the production function as follows:

7A thorough review of impacts by Cline (1992) finds an estimated impacts of 1.1 °0 of GNP for 
a 2.5°C warming as opposed to the estimate of 1% for 3°C warming by the present author. A 
more recent unpublished study by Fankhauser (1992) estimates total impacts of a doubling of 
C 0 2 would lead to a 1.3% cost to the US, a 1.4% cost to the OECD, and a 1.5% cost to the 
world. Because estimating the impacts of climate change has proven extremely difficult, the 
present author is in the process of undertaking a survey of experts on the economic impacts of 
climate change on human and non-human systems. At the mid-point of the survey, the ‘trimmed 
mean’ of the experts’ estimate of the impact of a 3°C warming is approximately 20% higher than 
the estimate used in the DICE model while the experts’ estimate of the impact of a 6:C warming 
is about 30% lower than that in the DICE model. One major concern of most respondents is 
that the impact is thought to be considerably higher for low-income countries than in high- 
income countries.

8The most systematic study is the model comparison study of the Stanford Energy Modelling 
Forum 12 under the general direction of John Weyant. The results of this study have been 
presented informally and conform for the most part to the survey in Nordhaus (1991c).

Alternative views of the costs of mitigation are contained in National Academy of Sciences 
(1992) and Cline (1992). The major difference among studies concerns the possibility of zero-cost 
or low-cost mitigation in areas where informational deficiencies or market failures hinder 
reaping all cost-beneficial investments in energy conservation. National Academy of Sciences 
(1992) estimates these to range between 10 and 40% of U.S. GHG emissions, whereas this study 
is at the lower end of that range.
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=  [1 —0.0686/i(02 8873 /[l +0.00144T(t)2]. (12)

4. Data, calibration, and sensitivity analysis10

4.1. Fitting the model

This section describes briefly the sources of the data  used for the model 
and the calibration of the model to  the data. D ata  on the m ajor variables 
were collected for three years, 1965, 1975 and 1985, while future periods are 
estimated by the calculations described above. D ata  on population, G N P , 
consum ption, and investment are obtained from existing data  sources o f the 
W orld Bank, U N ESCO , the O E C D  and the U.S. and other national 
governments.

The param eters of the C obb-D ouglas production function are obtained by 
assuming that the output-elasticity of capital is 0.25 and then by estim ating 
the level and rate of H icks-neutral technological change directly as a 
residual. The utility function is assumed to be logarithm ic, and the rate of 
social time preference is taken to be three percent per year. This preference 
function leads to predictions of the rate of return on capital and the gross 
savings rate that are close to observed levels.

Assumptions about future growth trends are as follows: the rate of growth 
of population is assumed to decrease slowly, stabilizing at 10.5 billion people 
in the 22nd century. The rate of growth of total factor productivity is 
calculated to be 1.3% per annum  in the 1960-1989 period. This rate is 
assumed to decline slowly over the coming decades.

The model has been run using the 486 version of the G A M S algorithm  on 
various 386 com patible machines. The canonical runs presented below use a 
40-period calculation with term inal valuations (or transversality conditions) 
on carbon, capital, and atm ospheric tem perature; these term inal valuations 
were obtained from a 60-period run and are sufficient to  stabilize the 
solution for the first 20 periods. The canonical 40-period run can be solved 
in about two minutes on an Intel 486/33 processor.

Optim ization models of the kind analyzed here have proven extremely 
resistant to conventional econom etric estim ation. In the place of a formal 
statistical procedure, we have simply chosen param eters so tha t the values 
taken by the model in the first three periods are tolerably close to actual 
data. The current solution m atches global G N P, emissions, G H G  concen-
trations, and even estimates of global tem perature change reasonably well for 
the historical periods. 10

10The details of the data are described in Nordhaus (1993a).
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4.2. Sensitivity analyses

The D IC E model contains many param eters and assum ptions that will 
afTect the projections and policy conclusions. The present study presents the 
central or ‘best-guess’ case and does not at this stage include sensitivity 
analyses. In work underway, however, an extensive and systematic attem pt to 
evaluate the m ajor uncertainties has been undertaken, and that analysis will 
be presented in N ordhaus (1993a). A brief description of the approach and 
tentative results of the sensitivity analysis will be provided here.

The sensitivity analysis first screens each of the param eters and m ajor 
model com ponents in the D IC E model to determ ine which are im portant for 
economic, environm ental, and policy variables. Among the two dozen 
param eters, nine which have the most impact upon key outcomes are then 
selected for detailed analysis -  these nine including param eters such as 
population and productivity growth, the param eters of the climate, emissions, 
and concentrations modules, and the rate of time preference. A M onte Carlo 
run then provides estimates of the uncertainty due to each param eter as well 
as the underlying uncertainty about the m ajor variables (such as tem pera-
ture, G H G  concentrations, and G H G  control rates). The m ajor results of this 
stage to data are that the results arc modestly sensitive to alternative values 
of major variables. Among the im portant variables that produce large 
uncertainties are population and productivity growth, the trend in the G H G  
em issions-output ratio, and the pure rate of time preference.11

The final stage of the analysis is to determ ine the impact upon the optim al 
policy of uncertainty. Should we pay an ‘insurance prem ium ' to reflect the 
impact of uncertainty, non-linearity, and risk aversion upon our optimal 
policy? While the research on the issue is still underway, it appears that the 
uncertainty about the size and im pacts of future climate change would add a 
significant risk premium to, perhaps even doubling, the ‘best guess’ policies 
analyzed here.

5. Policy experiments

We now describe the different scenarios or policy experiments to which the 
model is applied.

11 Many readers of this and associated studies have expressed concern that the results are 
inherent in assuming too high a ‘discount rate’. While there is some merit in this point, the 
whole story is more complicated. In the first point, the distinction between time discounting and 
goods discounting is often obscured. While people may raise ethical objections to time 
preference in the form of a high pure rate of time preference, there is no analogous objection to 
a high rate of goods discounting in the form of a high real interest rate where that reflects rapid 
growth of living standards. Second, when the pure rate of time preference is lowered to ().P0 per 
year while adjusting the rate of inequality aversion to maintain the same real rate of interest, 
there is only a modest change in the optimal policy (either the carbon tax or the GHG control 
rate). The change in the optimal policy occurs because an increase in the net savings rate drives 
down the real interest rate.
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5.1. No controls ('baseline)

The first run is one in which there are no policies taken to slow or reverse 
greenhouse warming. Individuals would adapt to the changing climate, but 
governments would take no steps to curb greenhouse-gas emissions or to 
internalize the greenhouse externality. This policy is one which has been 
followed for the most part by nations through 1989.

5.2. Optimal policy

The second case undertakes to construct economically efficient or ‘optim al’ 
policies to slow climate change. This run maximizes the present value of 
economic welfare; more precisely, this case maximizes the discounted value of 
utility in (1) subject to the constraints and relationships in (2) to  (12). This 
policy can be thought of as one in which the nations of the world gather to 
set the efficient policy for internalizing the greenhouse externality. It is 
assumed that the policy is efficiently implemented, say through uniform 
carbon taxation, in the decade beginning 1990.

5.3. Ten-year delay o f optimal policy

This policy is one which delays implem enting the optim al policy for ten 
years. This policy examines the issue of the costs and benefits of delaying 
implementing policies until our knowledge about the greenhouse effect, along 
with its costs and benefits, is more secure. This approach has been advocated 
by the U.S. government during the Bush adm inistration. In this scenario, we 
assume that sufficient inform ation is in hand so that the optim al policy is 
implemented beginning in the decade starting in 2000.

5.4. Twenty percent emissions reductions from 1990 levels

M any environm entalists and some governm ents are proposing a substan-
tial cut in C 0 2 or G H G  emissions. O ne target that has been prom inently 
mentioned is a 20°0 cut in emissions. This is interpreted here as a 20% cut of 
the com bination of C FC  and C 0 2 emissions from 1990 levels, where these 
are converted to a C 0 2-equivalent basis. In quantitative terms, this repre-
sents an emissions lim itation of 6.8 billion tons per year of C 0 2 equivalent. 
This policy has no particular analytical, scientific, or economic merit, but it 
has the virtue of simplicity; it implies a growing percentage reduction in the 
future given a growing uncontrolled emissions path.
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Table 1

Im pact of a lternative policies on discounted consum ption.

D iscounted value

Run
no. D escription

of consum ption , 1990
[trillions
of 1989 US $]

Difference 
from no controls 
[billions of S]

Percent
difference

1 No controls 731.694 0 0.000
2 O ptim al policy 731.965 271 0.037
3 Ten-year delay 731.937 243 0.033
4 Stabilize emission 720.786 (10.908) -1.491
5 G eoengineering 737.296 5.602 0.766

5.5. Geoengineering

A final policy would be to determ ine the benefit of a technology which 
would provide costless m itigation of climate change. This could occur, for 
example, if some of the geoengineering options proved technically feasible 
and environmentally benign. Two interesting proposals include shooting 
smart m irrors into space with 16-inch naval rifles or seeding the oceans with 
iron to accelerate carbon sequestration .12 An alternative interpretation 
would be that the greenhouse effect has no harmful economic effects. This 
scenario is useful as a baseline to determ ine the overall economic impact of 
greenhouse warming and of policies to com bat warming.

6. Results and conclusions

We now summarize the overall results for the five scenarios described 
above. A longer description of the model and a presentation of the numerical 
results is contained in N ordhaus (1993a).

6.1. Overall results

Table 1 shows the overall evaluation of the different policies. The first 
column shows the discounted value of consum ption for the five paths. This is 
calculated as the present value of consum ption after 1990 discounted at the 
m arket rate of return on capital (discounted back to 1990 in 1989 prices).

The optim al policy in row 2 has greater value than the three other policies 
in rows 1, 3 and 4.13 The optim al policy has a net benefit of $271 billion 
relative to a policy in which no controls are undertaken. This num ber is

,2The issues of geoengineering are discussed in N ational Academy of Sciences (1992).
13The values in colum n 3 for run i are equal to the present value of consum ption  for run 1 

plus the algebraic difference in the a tta ined  value of the objective function from run i to run 1.
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absolutely large, although it is only 0.037% of the discounted value of the 
consumption. The cost of delaying the optim al policy by ten years is 
estimated to be $28 billion.

The environmentalists policy of reducing emissions 20% below 1990 levels 
is extremely costly. We estimate that this policy will cost $10.9 trillion in 
present value terms. This constitutes 1.5% of the total discounted value of 
consumption.

The last row shows the overall economic im pact of climate change. The 
net damage from global warming is estim ated to be $5.9 trillion relative to 
the optimal policy and $5.6 trillion relative to a policy of no controls. These 
represent 0.81 and 0.77% of the discounted value of consum ption.

In general, these num bers are m ind-num bing in absolute size -  largely 
because we are considering global output over the indefinite future. O n the 
other hand, with the exception of the policy of stabilizing emissions, the 
numbers are modest relative to the total size of the global economy.

6.2 Emissions and concentrations

We next show some of the details of the model runs. Figs. 1 and 2 show 
the emissions control rates in different scenarios. These show the extent to 
which G H G  emissions are reduced below their uncontrolled levels. In the 
optimal path, the rate of emissions reduction is approxim ately 10% of G H G  
emissions in the near future, rising to 15% late in the next century. (Recall 
that this is primarily C O , emissions.) The environm ental path of a 20% cut 
in emissions from the 1990 level shows steeply rising control rales, with the 
rate of control reaching 70% by the end of the next century.

Fig. 3 shows projected C O r equivalent atm ospheric concentrations in 
billions of tons C 0 2 equivalent (again, this includes both C 0 2 and CFCs). 
The impact of the optim al control strategy is noticeable, reducing concen-
trations by a little more than 100 billion tons at the end of the next century. 
Note that even with emissions stabilized at 80% of 1990 levels, the 
atmospheric concentrations of C 0 2-equivalent concentrations continue to 
rise. The ten-year delay in implementing greenhouse gas restraints show 
virtually no difference from the optim al path  and is not included in the 
graph.

6.3. Global temperature

Fig. 4 shows the resulting projected increase in realized m ean global 
surface tem peratures (relative to tem peratures in the 19th century). The 
uncontrolled path shows an initial increase of around 0.6°C today, rising to 
3.10C by 2100.

The optimal path shows a modest decline in the growth rate of global
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Fig. 2. G reenhouse-gas con tro l ra te  (reduction  in G H G  emissions).

Fig. 1. G reenhouse-gas con tro l ra te  (reduction  in G H G  emissions).
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Fig. 3. Atmospheric greenhouse gas concentrations (billion tons C 0 2 equiv., C weight).

Fig. 4. Global  mean temperature (°C, difference from 1860).
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Fig. 5. C arbon  tax, different scenarios (tax in $ ton  C equiv.).

Fig. 6. C arbon  tax, different scenarios (tax in $ ton  C equiv.)
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Fig. 7. Differences in global output (from baseline, trillions 1989 US $).

Fig. 8. Differences in global output (from baseline, trillions 1989 US $).
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temperatures, with a rise o f  about 0.2°C  less than the uncontrolled path by 
the end o f  the next century. The policy  that cuts em issions to 80% o f  the 
1990 level shows continued growth in temperatures, rising to 2.25°C by the 
end of the next century. This surprising result shows that even draconian 
policies will slow climate change only modestly. The reason is primarily 
because of the momentum in the system from existing concentrations of 
GHGs.

6.4. Carbon taxes

Figs. 5 and 6 show the carbon tax that would be necessary to implement 
each of the policies. The carbon tax should be thought of as the tax (or its 
regulatory equivalent) that would be necessary to raise fossil fuel and other 
prices sufficiently to induce economic agents to substitute other goods and 
services for carbon-intensive ones.

The optimal path shows a carbon tax of around $5 per ton carbon (or the 
equivalent in other GHGs) for the first control period, 1990-1999. For 
reference, a $10 per ton carbon tax will raise coal prices by $7 per ton, about 
25% at current U.S. coal prices. The carbon tax increases gradually over time 
to around $20 per ton carbon by the end of the next century. The rising tax 
primarily reflects the rising level of global output rather than increasingly 
stringent control efforts.

The ten-year delay has a zero tax in the fourth period, but then is virtually 
indistinguishable from the optimal policy. The policy of no mitigation 
obviously has a zero carbon tax. Fig. 6 shows the trajectory of the policy 
that cut emissions 20% from 1990 levels. This tax reaches about $100 per ton 
early in the 21st century and climbs to almost $500 per ton by the end of the 
next century. Clearly, very substantial fiscal or regulatory steps are necessary 
to bring about a trajectory with constant C 0 2 emissions.

6.5. Output

Figs. 7 and 8 show the impact of different policies on output. The first 
shows the estimates for the entire period while the second zooms in on the 
first few periods. For these calculations, the value of output is ‘green’ gross 
world output (GGWP). Conceptually, GGW P equals output less the flow of 
damages from climate change less the costs of mitigation. The surprising 
result of these figures is that the difference between a policy of no controls 
and the optimal policy is relatively small through the next century. The flow 
impact, relative to the optimum, is somewhat less than one percent of real 
output at the maximum. O f course, the actual damage (equal to the
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Fig. 9. Per capita consumption (1989 US $).

difference between the ‘no controls’ and the ‘geoengineering’) is much larger 
than the cost of no controls relative to the optimum. But the latter appears 
small because a fair amount of economic cost would occur even in the 
optimal trajectory.

While the difference between the no-controls and the optimal policies is 
small, there are big stakes in both the geoengineering option and in the 
environmental option. The impact of a geoengineering solution would be 
quite substantial -  because it would cut the costs of both climate damage 
and of mitigation.

There is also potential for a major waste of resources if the greenhouse 
policies go too far. Fig. 7 shows the impact on green world output of going 
too far in the control of greenhouse gases -  leading to net losses in output of 
over $3 trillion annually by the end of the next century.

Finally, fig. 9 shows the trajectory of real consumption per capita in the 
four cases. The striking feature of this figure is that, even though there are 
differences among the cases studied here, the overall economic growth 
projected over the coming years swamps the projected impacts of climate 
change or of the policies to offset climate change. In these scenarios, future 
generations may be worse off as a result of climate change, but they are still 
likely to be much better off than current generations. In looking at this 
graph, I was reminded of Tom Schelling’s remark a few years ago that the 
difference between a climate-change an a no-climate-change scenario would 
be thinner than the line drawn by a number 2 pencil used to draw the
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curves. Thanks to the improved resolution of computerized graphics, we can 
now barely spot the difference!

7. Summary and conclusion

The present study has investigated the implications of economic growth on 
the environm ent as well as the economic impact of different environm ental 
control strategies upon the global economy. This study takes the approach 
that an efficient strategy for coping with greenhouse warming must weigh the 
costs and benefits of different policies in an intertem poral framework. Using 
this approach, the m ajor results and reservations are the following.

This study has examined five different approaches to G H G  control: no 
control, an economic optim ization, geoengineering, stabilization of emissions, 
and a ten-year delay in undertaking climate-change policies. Among these 
five, the rank order from a pure economic point of view at the present time 
is geoengineering, economic optim um , ten-year delay, no controls, and 
stabilizing emissions. The advantage of geoengineering over other policies is 
enormous, although this result assumes the existence of an environm entally 
benign geoengineering option. The policies of no controls, the economic 
optimum, ten-year delay, and emissions stabilization have differential impacts 
that are less than one percent of discounted consum ption.

It is instructive to com pare these results with those from other economic 
studies. The studies of M anne and Richels (1990, 1992), Peck and Teisberg 
(1991), and K olstad (1992) find conclusions that are roughly similar to those 
reported here. All these studies contain explicit or implicit relationships 
between emissions control rates and carbon taxes; the relationships are 
broadly similar to those found in figs. 1, 2 and 5 of this paper, although 
papers with more detailed energy sectors have more complex dynamics than 
those seen here. The studies by Jorgenson and Wilcoxen (1991 expecially) 
show a lower set of carbon taxes needed to reduce G H G  emissions than 
those shown here in part because of the induced innovation in the 
Jorgenson-W ilcoxen model.

Three other studies -  those of Cline (1992), Peck and Teisberg (1991), 
Kolstad (1992) as well as earlier studies by the present author (1979, 1991a, b) 
-  also determine the optim al emissions control rates and carbon taxes. With 
the exception of Cline (1992), all the earlier studies show optimal policies in 
the general range of those determ ined here. A study by H am m itt et al. (1992) 
traces out alternative control strategies to attain certain tem perature con-
straints; while not determ ining an optim al path, this study concludes that a 
‘m oderate reduction strategy’ is less costly than an ‘aggressive’ approach if 
either the tem perature-concentrations sensitivity (1/2) is low or if the 
allowable tem perature change is above 3°C. The study of Cline (1992), by
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contrast, has much higher control rates. The more stringent controls in the 
Cline study are due to a number of features -  primarily, however, because 
the Cline result is not grounded in explicit intertemporal optimization and 
assumes a rate of time preference that is lower than would be consistent with 
observed real interest rates.14

It must be emphasized that the present analysis has a number of 
important qualifications. The most important shortcoming is that the 
damage function, particularly the response of developing countries and 
natural ecosystems to climate change, is poorly understood at present; 
moreover, the potential for catastrophic climatic change, for which precise 
mechanisms and probabilities have not been determined, cannot currently be 
ruled out. Furthermore, the calculations omit other potential market failures, 
such as ozone depletion, air pollution, and R & D , which might reinforce the 
logic behind greenhouse gas reduction or carbon taxes. Issues of sensitivity 
analysis with respect to either parameters or components of the model have 
not been addressed in this study, although an examination of these issues is 
underway, as discussed above. And finally, this study abstracts from issues of 
uncertainty, in which risk aversion and the possibility of learning may 
modify the stringency and timing of control strategies. Notwithstanding these 
qualifications, the optimal-growth approach may help clarify the questions 
and help identify the scientific, economic and policy issues that must 
underpin any rational decision.

14See the discussion in footnote 5 above.
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The Marginal Costs 
of Greenhouse Gas Emissions

[12]

Richard. S. J. Tol*

Estimates of the marginal costs of greenhouse gas emissions are an 
important input to the decision how much society would want to spend on 
greenhouse gas emission reduction. Marginal cost estimates in the literature 
range between $5 and $25 per tonne of carbon. Using similar assumptions, the 
FUND model finds marginal costs of$9-23/tC, depending on the discount rate. 
If the aggregation of impacts over countries accounts for inequalities in income 
distribution or for risk aversion, marginal costs would rise by about a factor of
3. Marginal costs per region are an order of magnitude smaller than global 
marginal costs. The ratios between the marginal costs of CO2 and those of CH4 
and N20  are roughly equal to the global warming potentials of these gases. The 
uncertainty about the marginal costs is large and right-skewed. The expected 
value of the marginal costs lies about 35% above the best guess, the 95- 
percentile about 250%.

1. INTRODUCTION

The impacts o f climatic change are usually presented as a total, annual 
effect of some assumed change in temperature, precipitation etc., often 
associated with a doubling o f the atmospheric concentration of carbon dioxide 
(Pearce et al., 1996; Watson et al., 1996). This is insightful, but for many 
applications one would rather be interested in the impact caused by a small 
perturbation in greenhouse gas emissions, for instance to set a Pigouvian tax on 
such emissions. This paper presents new estimates of the marginal costs of 
emissions o f carbon dioxide, methane and nitrous oxide, and discusses their 
sensitivities and uncertainties, based on version 1.6 o f the Climate Framework 
for Uncertainty, Negotiation and Distribution (FUND).
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An overview and discussion of earlier estimates of the marginal costs 
of greenhouse gas emissions, particularly carbon dioxide, can be found in Pearce 
et al. (1996) and, much shorter, in Section 3. The estimates of this paper are 
based on largely the same climate change impact literature as those reviewed by 
Pearce et al. (1996). However, the model used here (Tol, 1996) is considerably 
more dynamic and complicated than the models used by earlier studies. Also, 
a sensitivity analysis is added, and due care is given to the aggregation of impact 
estimates over regions with disparate per capita income levels.

The paper is organized as follows. Section 2 briefly discusses the 
model. See Tol (1997) for a further discussion. Section 3 presents the results 
and compares them to the literature. Section 4 performs a sensitivity analysis. 
Section 5 does an uncertainty analysis. Section 6 concludes.

2. THE MODEL

Essentially, FUND consists o f a set of exogenous scenarios and 
endogenous perturbations, specified for nine major world-regions, namely 
OECD-America, OECD-Europe, OECD-Pacific, Central and Eastern Europe 
and the former Soviet Union, Middle East, Latin America, South and South-East 
Asia, Centrally Planned Asia, and Africa.

The model runs from 1950 to 2200, in time steps of a year. The prime 
reason for extending the simulation period into the past is the necessity to 
initialize the climate change impact module. In FUND, some climate change 
impacts are assumed to depend on the impact of the year before, so as to reflect 
the process of adaptation to climate change. Without a proper initialization, 
climate change impacts are thus misrepresented in the first decades. Scenarios 
for the period 1950-1990 are based on historical observation, namely the IMAGE 
100-year database (Batjes and Goldewijk, 1994). The period 1990-2100 is based 
on the IS92a scenario, with IS92d and IS92f as alternatives (Leggett et al., 
1992). Note that the original IPCC scenarios had to be adjusted to fit FUND’s 
nine regions and yearly time-step. The period 2100-2200 is based on 
extrapolation o f the population, economic and technological trends in 2050-2100, 
that is, a gradual shift to a steady state of population, economy and technology. 
The model and scenarios are so far extrapolated that the results for the period 
2100-2200 are not to be relied upon. This period is used here only for purposes 
of sensitivity analysis.

The scenarios concern economic growth, population growth, urban 
population, autonomous energy efficiency improvements, decarbonization of 
energy use, and methane and nitrous oxide emissions.

The scenarios o f economic and population growth are perturbed by the 
impact of climate change. Population falls with climate change deaths, resulting 
from changes in heat stress, cold stress, malaria, and tropical cyclones. Heat and
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cold stress are assumed to affect only the elderly, non-reproductive population; 
heat stress only affects urban population. Population also changes with climate- 
induced migration between the regions. Economic impacts o f climate change are 
modelled as deadweight losses to disposable income. Scenarios are only slightly 
perturbed by climate change impacts, however, so that income and population 
are largely endogenous. Such feedbacks are, in this paper, only included as a 
sensitivity analysis.

The endogenous parts o f FUND consist o f the atmospheric 
concentrations o f carbon dioxide, methane and nitrous oxide, the global mean 
temperature, and the impact o f climate change on coastal zones, agriculture, 
extreme weather, natural ecosystems and malaria.

Methane and nitrous oxide are taken up in the atmosphere, and then 
geometrically depleted:

c , - C m + « E ,-0(Ci_1- C J  (1)

where C  denotes concentration, E  emissions, t year, and pre  pre-industrial. 
Table 1 displays the parameters for both gases.

Table 1. Parameters of Equation (1)

gas 0? pre-industrial concentration

methane (CH4) 0.3597 1/8.6 790 ppb

nitrous oxide (N20) 0.2079 1/120 285 ppb

a The parameter a  translates emissions (in million metric tonnes of CH4 or N20) into 
concentrations (in parts per billion by volume).

b The parameter 0 determines how fast concentrations return to their pre-industrial (and assumedly 
equilibrium) concentrations; 1/0 is the atmospheric life-time (in years) of the gases.

The carbon cycle is a five-box model:

Boxit = p.Boxit_x + 0.000471^.2?, (2a)

with

C, = ' t a iBoxil (2b)
i - i

where a, denotes the fraction o f emissions E  (in million metric tonnes of carbon) 
that is allocated to box i (0.13, 0.20, 0.32, 0.25 and 0.10, respectively) and p
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the decay-rate o f the boxes (p =  exp(-l/lifetime), with average life-times 
infinity, 363, 74, 17 and 2 years, respectively). Thus, 13% of total emissions 
remains forever in the atmospheric, while 10% has an average life-time of two 
years. The parameters are after Hammitt et al. (1992). The model is due to 
Maier-Reimer and Hasselmann (1987). Carbon dioxide concentrations are 
measured in parts per million by volume.

Radiative forcing for carbon dioxide, methane and nitrous oxide are 
based on Shine et al. (1990). The global mean temperature T  is governed by a 
geometric build-up to its equilibrium (determined by radiative forcing RF), with 
a life-time of 50 years. In the base case, global mean temperature rises in 
equilibrium by 2 .5 °C for a doubling of carbon dioxide equivalents, so:

r , = 50
(3)

Global mean sea level is also geometric, with its equilibrium determined 
by the temperature and a life-time of 50 years. These life-times result from a 
calibration to the central estimates of temperature and sea level for the IS92a 
scenario o f Kattenberg et al. (1996). FUND also calculates hurricane activity, 
winter precipitation, and winter storm activity because these feed into the 
damage module. These factors depend linearly on the global mean temperature. 
The central estimates are that hurricane activity remains unchanged (cf. 
Kattenberg et al., 1996), winter precipitation increases 10% for a global 
warming of 2.5°C  (cf. Penning-Rowsell et al., 1998), and winter storm activity 
increases by 6% (cf. Dorland et al., 1998).

The climate impact module is fully described in Tol (1996). Impacts 
include sea level rise (dryland loss, wetland loss, coastal protection, migration), 
agriculture, heat stress, cold stress, malaria, tropical cyclones, extratropical 
storms, river floods, and unmanaged ecosystems (cf. Tol, 1995; Pearce et al., 
1996). Each of these impacts is modelled separately. The damage module has 
two units of measurement: people and money. Mortality changes (heat stress, 
malaria, tropical cyclones, cold stress), and people migrate. These effects, like 
all impacts, are monetized. Impacts can be due to either the rate of change 
(benchmarked at 0.04°C/yr) or the level of change (benchmarked at 2.5°C). 
Impacts in the rate o f change can be interpreted as the costs o f adaptation. 
Impacts in the level o f change can be interpreted as the (dis)advantages of the 
new climate relative to the current one. Benchmark estimates can be found in 
Table 2. Note that—in contrast to the economic impact literature (Pearce et al., 
1996)—FUND’S benchmark estimates do not have an intuitive interpretation: 
trying to capture the essence of a complicated, dynamic model in one single 
figure is bound to fail.
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Table 2.
Monetized Estimates of the Impact of Global Warming (in 109 US$)

region species life agriculture sea extreme total

level (global mean temperature: + 2 .5°C; sea level: +50 cm; hurricane activity: 
+25%; winter precipitation: +10%; extratropical storm intensity: +10%)

OECD-A 0.0 -1.0 -5.3 0.9 2.5 -2.9

OECD-E 0.0 -1.1 -6.0 0.3 0.3 -6.5

OECD-P 0.0 -0.5 -6.1 1.5 5.5 0.3

CEE&fSU 0.0 3.7 -23.2 0.1 0.2 ■19.1

ME 0.0 3.5 3.1 0.1 0.0 6.6

LA 0.0 67.0 7.3 0.2 0.0 74.5

S&SEA 0.0 81.4 15.8 0.2 0.6 98.8

CPA 0.0 58.4 -22.2 0.0 0.1 36.3

AFR 0.0 22.5 5.4 0.1 0.0 28.0

rate (global mean temperature: 0.04°C/year; other variables follow)

OECD-A 0.3 0.2 0.3 0.2 0.2 1.2

OECD-E 0.3 0.2 0.0 0.2 0.0 0.7

OECD-P 0.2 0.1 0.0 0.3 0.4 1.0

CEE&fSU 0.1 0.1 0.0 0.0 0.0 0.2

ME 0.0 0.0 0.1 0.0 0.0 0.2

LA 0.0 0.4 0.1 0.1 0.0 0.6

S&SEA 0.0 0.3 0.1 0.1 0.0 0.6

CPA 0.0 0.2 0.3 0.0 0.0 0.5

AFR 0.0 0.0 0.1 0.0 0.0 0.2

Sou rce: After Tol (1995, 1996).

Damage in the rate o f temperature change fades at speeds indicated in 
Table 3. Damage is calculated through a second-order polynomial in climatic 
change. So, damage D, (of a certain impact category) in year t equals
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(4a)

or

(4b)

where T  denotes temperature (or another climate parameter); a , /3, y  and 5 are 
parameters (which may change over time); and p is another parameter which 
controls the rate o f adaptation. Note that to ta l  d a m a g e  per region per year is the 
sum over a number o f equations like (5) and (6). Total impacts thus depend on 
both level and rate o f change.

Table 3. Duration of Damage per Category"

category years category years

species loss 100 immigration 5

agriculture 10 emigration 5

coastal protection 50 wetland (tangible) 10

life loss 15 wetland (intangible) 50

tropical cyclones 5 dryland 50

a Damage is assumed to decline geometrically at a rate of 1-1/life-time. 
S ou rce: After Tol (1996).

Damage is distinguished between tangible (market) and intangible (non- 
market) effects. Tangible damages affect investment and consumption; through 
investment, economic growth is affected; through consumption, welfare is 
affected. Intangible damages affect welfare. Relative vulnerability to climate 
change changes with economic development in many ways. The importance of 
agriculture falls with per capita income growth, and so do malaria incidence and 
the inclination to migrate. Heat stress increases with urbanization. The valuation 
of impacts on non-marketed goods and services increases with per capita 
income. Impacts vary across regions, and values vary as well. Impacts in one 
region are not valued in other regions. The one exception is the impact of 
climate change on ecosystems: Regional monetary impacts are a function of 
global rather than regional changes in ecosystems.

2
T - T  T - TPi _  ^  t base-year +  ^  t base-year

U t ° t̂ y  T
1 benchmark 1 benchmark

2
A T , A T ,

D  = y ________+ 5 ________  + pD .
' YtA T  A T  ^benchmark benchmark
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The reader should keep in mind the relative strengths o f the many 
assumptions to go into any estimate o f the marginal costs o f climate change. The 
atmospheric chemistry and climate change parts are relatively undisputed. The 
economic and population scenarios are very uncertain. The dynamics of the 
climate change impact module are speculative. The quality of the impact 
estimates also vary between impact categories and regions. The impacts of 
climate change on agriculture and sea level rise are relatively well-established, 
whereas impacts on health and unmanaged ecosystems are hardly understood. 
Monetisation o f non-market impacts introduces great uncertainties. Lacking local 
studies, impact estimates on less-developed countries are largely based on 
extrapolation from results for OECD countries.

3. THE MARGINAL COSTS OF GREENHOUSE GAS EMISSIONS

A limited number o f estimates o f the marginal costs o f C 02 emissions 
can be found in the literature. They have been assembled in the Second 
Assessment Report o f Working Group III o f the Intergovernmental Panel on 
Climate Change (Pearce et al., 1996). This assessment is reproduced in Table
4. For comparison, results from this study are added. Two types of marginal 
cost estimation methods are distinguished. One is based on the average 
additional cost o f a small perturbation o f an exogenous "business-as-usual" 
scenario (commonly IPCC’s IS92a or something very similar). The other is 
based on the shadow value o f carbon dioxide emissions along an optimal 
emission path. Since optimal and no-control trajectories lie very close to one 
another (e.g ., Manne et al., 1995; Nordhaus and Yang, 1996; Peck and 
Teisberg, 1994; Tol, 1997), the difference is small in practice.

The estimates o f Table 4 show a wide range. The upper bound of Cline 
can be explained by (i) high benchmark estimates o f climate change; (it) a long 
time horizon combined with a low discount rate; and (ii'i) constant vulnerability 
to climate change. Ayres and Walter’s estimate is on the high side because they 
use a low discount rate and OECD values for the whole world, e .g ., to value 
health risks. Nordhaus shows that the expected value o f marginal costs is higher 
than the best guess' value, because uncertainties are asymmetric and 
relationships non-linear (cf. Tol, 1995, and Section 5). Fankhauser’s estimates 
are expected values, centred around a discount rate o f 3%.

1. A best guess estimate of climate change impact is the value that is obtained when all 
underlying parameters (e.g., temperature rise, change in crop yield, value of a statistical life) assume 
their central estimate. Because these central estimates may be means, modi, medians, or best 
guesses, and because processes are non-linear, the term best guess has no probabilistic interpretation, 
nor an unambiguous relation to modus, mean or median.
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Table 4. The Marginal Costs of C 0 2 Emissions"

Study Type" 1991-2000 2001-2010 2011-2020 2021-2030

Nordhaus 91c MC 7.3
(0.3-65.9)

Ayres and Walterc MC 30-35

Nordhaus 94 
- best guess

CBA
5.3 6.8 8.6 10.0

- expected value 12.0 18.0 26.5 n.a.

Cline CBA 5.8-124 7.6-154 9.8-186 11.8-221

Peck and Teisberg CBA 10-12 12-14 14-18 18-22

Fankhauser MC 20.3 22.8 25.3 27.8
(6.2-45.2) (7.4-52.9) (8.3-58.4) (9.2-64.2)

Maddison CBA 5.9 8.1 11.1 14.7
MC 6.1 8.4 11.5 15.2

This studyd MC 11 13 15 18

11 current (1990) value $l990/tC; figures in brackets denote 90% confidence intervals; net present 
values are discounted to the period of emission. 

h MC = marginal cost study, i.e., estimate is based on a slight perturbation of a baseline;
CBA = cost-benefit study, i.e., estimate is based on a shadow value. 

c Time of emission not explicitly considered.
d Time horizon 2100; discounted to start of decade; discount rate: 5%; scenario: IS92a; simple sum; 

no higher order effects.
Sources: Pearce et al. (1996); see also Ayres and Walter (1991), Nordhaus (1991, 1994), Cline 
(1992, 1993), Peck and Teisberg (1991), Fankhauser (1995) and Maddison (1995).

Table 5 presents the marginal costs o f climate change according to 
FUND, using a simple summation o f the impact across its nine regions. For a 
discount rate of 3-5%, the marginal costs of carbon dioxide emissions are 
comparable to those that can be found in Table 4. The figures for FUND 
displayed in Table 4 assume a discount rate o f 5% per year. Table 5 also 
presents marginal damage estimates for methane and nitrous oxide. Usually, 
greenhouse gases are converted from one to another using their global wanning 
potentials (GWP). The GWP Of a gas is defined as the time integral of radiative 
forcing per unit emission divided by the same integral for carbon dioxide. 
Schmalensee (1993) and Richards and Reilly (1993) criticized the concept of 
GWP because the relationship between radiative forcing and impact may well 
be highly non-linear and because time discounting is ignored. The global damage 
potential is defined similar to the GWP, with radiative forcing replaced by 
impact and discounting introduced. In fact, the global damage potential is the 
ratio of the marginal damages. Table 6 displays global damage potentials as
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estimated with FUND and as reported in the literature. Results are very similar, 
despite the fact that FUND'S impact module depends also on the rate of climate 
change and vulnerability is a function of socio-economic development.

Table 5. Marginal Damages for C 02, CH4 and N20  Emissions8

Discount rate 0% 1% 3% 5% 10%

Carbon dioxide ($/tC)

1995-2004 142 73 23 9 2

2005-2014 149 72 20 7 1

Methane ($/tCH4)

1995-2004 147 141 89 52 16

2005-2014 264 186 87 41 8

Nitrous oxide ($/tN20)

1995-2004 15,468 7,559 2,201 817 140

2005-2014 16,313 7,632 1,975 631 71

M Damages discounted to 1990; time horizon: 2100; model FUND  1.6; scenario: IS92a; simple 
sum; no higher order effects.

S ou rce: Own calculations.

Table 6. Global Damage Potential, Impact per Tonne of CIt, and N20  
Relative to Impact per Tonne of C 02

FUND* Kandlikar11 Fankhauser* Hammitt*1 GWP

c h 4 14 12 20 11 25

n 2o 348 282 333 355 320

* Emissions between 1995 and 2004; time horizon: 2100; discount rate: 3%; model: F U N D I.6;
scenario: IS92a; simple sum; no higher order effects. 

h Time horizon: 100 years; discount rate: 2%; scenario: IS92a; quadratic damages. 
c Emissions between 1991 and 2000; time horizon: 2100; GDP is calculated as ratio of mean 

marginal damages.
d Emissions in 1995; time horizon: 2100; discount rate: 3%; scenario: IS92a; middle case. 
e Time horizon: 100 years.
Sources: Own calculations, Kandlikar (1995, 1996), Fankhauser (1995), Hammitt et al. (1996), 
Schimel et al. (1996).

The estimates of Table 5 are based on different values for different 
regions (e.g., for human mortality risks). This may be considered inequitable 
(e.g., Masood, 1995), and may be inconsistent with the view of a global 
decision-maker (who would treat all equal, like regional decision-makers are 
assumed to do within their regions, and as national decision-makers commonly
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do within their countries). It is also inconsistent with basic welfare theory, since 
simply adding monetary values across disparate income levels assumes that 
utility is a linear function o f monetary income. Following Fankhauser et al. 
(1997), equity-weights are used in aggregating regional impact. Equity-weights 
express the relative importance of small changes in regional impacts in an 
hypothesized global welfare function. In this analysis, regional welfare is the 
natural logarithm o f per capita income—a mild form of risk aversion—and global 
welfare is the sum of regional welfare. Alternatively, global welfare may be 
interpreted as the product of regional welfare, a mild form of adversity to 
income inequality. The equity-weights are then the inverse o f per-capita income 
(relative to its global average), so:

D  „ = y  D . ¥worU (5)world /  j  region y
regions 1 region

where D  denotes damage and Y  per-capita income. Since per-unit values are 
generally assumed to be approximately linear in per-capita income, equity- 
weighted per-unit values are approximately the same for all regions, and equal 
to their global average. Table 7 shows the result o f this for marginal damage of  
greenhouse gas emissions. Marginal impacts increase by a factor o f slightly less 
than 3. This increase is solely due to the fact that, above, a "dollar to a rich 
man" is assumed equal to a "dollar to a poor man.” With equity-weights, the 
welfare equivalents are compared, so that the "dollar to a poor man" counts 
more. In Fankhauser et al. (1997), it is shown that if the income distribution 
itself also counts, damage estimates increase even further. However, it is hard 
to find empirical support for a preference for international income redistribution.

Table 7.
Equity-weighted Marginal Damages for C 0 2, C U , and NzO Emissions*

Discount rate 0% 1% 3% 5% 10%

Carbon dioxide ($/tC)
1995-2004 317 171 60 26 6
2005-2014 311 157 48 18 3

Methane ($/tCH4)
1995-2004 660 517 295 170 52
2005-2014 831 556 252 120 24

Nitrous oxide ($/tN20)
1995-2004 32,735 16,862 5,459 2,217 434

2005-2014 32,785 15,994 4,510 1,556 197

* Damages discounted to 1990; time horizon: 2100; model: F U N D I.6; scenario: IS92a; equity- 
weighted; no higher order effects. Sou rce: Own calculations.
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4. SENSITIVITY ANALYSIS

Figure 1 presents the results of a sensitivity analysis around the equity- 
weighted marginal costs o f emissions in the decade 1995-2004 discount at 3% 
per annum (cf. also Table A1 in the appendix). The discount rate is clearly the 
most important parameter.

Figure 1. Sensitivity of the Marginal Costs of Carbon Dioxide The base 
case uses a discount rate of 3% and a time horizon of 2100, for 
equity-weighted, first-order damages of emissions in the period 
1995-2004, according to FUND 1 .6 evolving around IS92a with a 
climate sensitivity of 2.5°C. See Table A1

Postponing emissions by 10 years slightly reduces the marginal costs, 
primarily because they are discounted for 10 more years. However, the estimate 
for the zero per cent discount rate reveals that undiscounted marginal costs are 
also somewhat lower, because of a slower rate of climate change in the future 
and reduced vulnerability.
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Extending the horizon to 2200 makes little difference, except for the 
zero discount rate. Yearly marginal damages become negative in the second half 
of the 22nd century. The reason is as follows. Marginal costs are estimated by 
slightly increasing emissions in the period 1995-2004. Higher emissions in the 
early years lead to higher concentrations for all later years. Because of the 
saturation of the spectral window of carbon dioxide (i.e., temperatures depend 
on the natural logarithm of atmospheric concentrations), the rate at which 
temperature rises, falls at the long term because of higher initial emissions. This 
reduces damages in the rate of change. Damages in the level of change remain 
largely the same.

Equity weights matter a great deal as damage in poorer countries counts 
much more in the global total. Including the effect o f climate change on 
economic growth adds a little to the marginal estimates, but not sufficiently so 
to justify an in-depth analysis; lacking much insight, higher-order effects have 
been included in a very ad hoc way (cf. Section 2). Perturbing the climate 
sensitivity has an obvious and substantive influence on the marginal damages. 
If FUND runs with a higher (IS92f) or lower (IS92d) emission scenario, 
marginal costs are higher or lower. The effect is not large, partly because the 
difference in climate change only becomes substantial in the long run, and partly 
because IS92d leads to a more equitable income distribution than IS92a (so 
impact in developing countries is less-because of overall lower vulnerability-and 
counts less-because of lower equity weights) while IS92f has overall higher 
economic growth rates.

Figure 2 presents the marginal damages over the period 1990-2100, and 
their breakdown over the regions, for a discount rate o f 3% (cf. also Table A2). 
South and Southeast Asia contributes most to world damage, followed by Latin 
America and Africa. The OECD is relatively less vulnerable to climate change, 
particularly if the difference in income levels are taken into account. Central and 
Eastern Europe and the former Soviet Union are net beneficiaries of climate 
change.

Figure 3 presents the marginal damages, and their breakdown over the 
impact categories (cf. also Table A3). Sea level rise is the most important 
category. Extreme weather, particularly the balance of heat and cold stress, 
comes second, and increases in importance over time. Agriculture is a net 
beneficiary of climate change. Figure 4 repeats Figure 3, this time equity- 
weighted (cf. also Table A4). The importance of species loss falls, as this is 
mostly valued in the richer regions. Agriculture switches sign, indicating that 
poorer regions are losers here, and rich regions winners.
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Figure 2. Share of FUND’S Nine Regions in the Global Marginal Costs of 
Carbon Emissions, Discounted at 3%. See Table A2

Figure 3. Sectorial Disaggregation of Global Marginal Costs (Simple Sum), 
for Different Discount Rates. See Table A3 and Figure 4
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Figure 4. Sectorial D isaggregation of G lobal M arginal Costs (Equity
W eighted) for D ifferent Discount R ates. See Table A3 & Figure 4

5. U NCERTAINTY ANALYSIS

The quantification of the uncertainties about the parameters of FUND 
is largely based on expert knowledge, that is, my qualitative interpretation of an 
informal selection of the literature and informal talks with topical experts. Table 
8 provides an overview of the assumptions made for the analysis of parameter 
uncertainty. The modal values equal the best guesses. Distribution and spread 
are based on the knowledge of the present author, which is informally based on 
the literature. Parameters are assumed to be independent, across both regions 
and sectors. In some cases, it is hard to think of correlations (e.g., between heat 
stress and sea level rise). In other cases, the sign of the correlation is unclear 
(e.g., worse than expected impacts of US agriculture may be a boon for 
European agriculture, but may also be due to a pest overlooked both in the US 
and Europe). In any case, estimating correlations between unknown parameters 
is a daunting task.
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Table 8.
Description of Parameter Uncertainty; Units are Given in Brackets

parameter distribution characteristics parameters

climate sensitivity gamma mode 2.50 a 8.1270
(°C/doubling CO,) mean 2.85 0 0.3508

std.dev. 1.00
sea level sensitivity gamma mode 0.31 a 5.9957

(m/°C) mean 0.36 0 0.0613
std.dev. 0.15

hurricane sensitivity normal mean 0.00 0.00
(index, °C) std.dev. 0.10 <r 0.10
flood sensitivity normal mean 0.04 /* 0.04
(index, per °C) std.dev. 0.04 a 0.04
storm sensitivity normal mean 0.02 0.02
(index, per °C) std.dev. 0.02 a 0.02
atm. life-time CH4 triangular mode 8.6 a 8.0
(year) mean 10.2 b 16.0

std.dev. 1.3 c 8.6
atm. life-time N20 triangular mode 120 a 100

(year) mean 130 b 170
std.dev. 15 c 120

life-time temperature triangular mode 50 a 25
life-time sea level mean 58 b 100
(year) std.dev. 16 c 50
atm. life-times C02 normal1 mean 363; 74; 17; 2 mean
(year) std.dev. half mean a std.dev.
driving scenarios'1 normal mean 1.0 1.0
(growth rate) std.dev. 0.1 a 0.1
impacts' normal mean 1.0 1.0
(dollar, people) std.dev. 0.5 a 0.5
VOSLd gamma mean 1.0 a 2.6180
(dollar) std.dev. 1.0 0 0.6180
life-time impacts normal1 mean Table 4 P mean
(year) std.dev. quarter mean a std.dev.

1 Knotted (truncated) at zero.
b Multiplier of economic growth, population growth, AEEI, ACEI and exogenous emissions land-use 

change.
c Multiplier of impact due to/on species, heat, cold, malaria, agriculture, hurricane (life and property), 

floods, winter storms, migration, coastal protection, dry land, wet land.
d Value of a statistical life; multiplier of VOSL, which is time and region-dependent, equalling 240 times 

the per capita income.
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Table 9 presents the results of a Monte Carlo analysis applying the 
uncertainty assumptions described in Table 8 to marginal impact estimates of 
FUND. The Monte Carlo analysis is done with 2500 replications, the largest 
number that can be conveniently handled given the author’s resources—there is 
no sign of instability of the estimates. For comparison, Table 9 also displays the 
best guess (i.e., the marginal costs with all parameters set at their central 
estimate). The best guess is a conservative estimate of the marginal costs of 
C 02. The mean estimate is higher than the best guess by some 35%, because 
uncertainties are asymmetric and relationships non-linear (cf. Tol, 1996). The 
uncertainty about the marginal costs is also asymmetric (right-skewed) so that 
median and modal marginal costs are smaller that the mean. For small discount 
rates, the mode also lies above the best guess. Mode (the most likely value of 
the marginal costs) and best guess (the marginal costs if all parameters are set 
to their most likely value) deviate in a non-linear system. The uncertainty is 
large, as is revealed by the standard deviation and the confidence intervals. The 
coefficient of variation varies around 2/3. The upper bound of the 95% interval 
lies at more than 2.5 times the best guess, and more than 2 times the mean. The 
uncertainty is so large mainly because of the non-linearities in the system and 
the convolution of uncertainties. The many impact categories and regions, varied 
independently of one another, dampen the overall uncertainty. Interestingly, even 
the one-percentile marginal costs is positive, although the distributions of Table 
8 do allow for the enhanced greenhouse effect to have a positive effect. Figure 
5 display the frequency distribution o f the marginal costs for a 3 % discount rate, 
along with a fitted Lognormal distribution.

Table 9. Characteristics of the Uncertainty about the Marginal Costs 
of Carbon Dioxide Emissions (in $/tC)

discount rate 0% 1% 3% 5% 10%

Best guess 317 171 60 26 6

Mean 465 244 82 35 7
Median 405 210 70 29 6
Mode 340 190 54 22 5
Std. Deviation 267 143 51 22 5
1-percentile 106 54 17 7 1
5-percentile 158 81 26 11 2
95-percentile 962 512 178 77 17
99-percentile 1390 744 259 114 26
Geometric mean 6.0 5.3 4.2 3.4 1.8
Geometric std.dev. 1.7 1.8 1.8 1.8 1.9

H Damages discounted to 1990; emissions in 1995-2004; model: F U N D I.6; scenario: IS92a; time 
horizon: 2100; equity-weighted; no higher order effects.

Source: Own calculations.
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Figure 5. Uncertainty About the Marginal Costs of Carbon Dioxide 
Emissions (in $/tC). Damages discounted to 1990 at 3%; 
emissions in 1995-2004; model: FUND 1.6; scenario IS92a; time 
horizon: 2100; equity-weighted; no higher order effects

6. CONCLUSIONS

The marginal costs of emissions of carbon dioxide, methane, and 
nitrous oxide, as estimated by FUND, are highly sensitive to variations in the 
underlying assumptions. The literature review of the IPCC (Pearce et al., 1996) 
found that estimates of the marginal costs of C 0 2 emissions lie between $5 and 
$125 per tonne of carbon, with the majority of the estimates in the lower end 
of this range, i.e ., below $25/tC. For discount rates of 3% to 5%, FUND'S 
estimates fall well in this lower range, with values of $23/tC and $9/tC, 
respectively. On the one hand, this reconfirms the IPCC review: FUND has a 
different structure than the models on which earlier estimates were based. On 
the other hand, one should keep in mind that the studies underlying FUND are 
largely the same as the studies underlying earlier marginal cost estimates.
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Regional differentiation of values may be unacceptable from a global 
decision maker’s point o f view. Assuming that people are not risk averse is 
inconsistent with empirical studies. Correcting for this in aggregating monetised 
impacts, marginal costs rise to $60/tC and $26/tC for discount rates o f 3% and 
5%, respectively.

Alternatively, global values may be little relevant for regional decision 
makers. The marginal costs to the OECD, the supposed main actor in near-term 
climate policies, are an order o f magnitude lower than the global marginal costs.

The marginal costs o f methane and nitrous oxide emissions are 
considerably higher than those of carbon dioxide. The ratios o f the marginal 
costs o f CH4 and N20  to C 0 2 roughly equal the global warming potentials of 
these gases.

The uncertainty about the marginal costs is high. The mean cost is some 
35% higher than the best guess cost, the 95% confidence bound some 250%. 
This, and the sensitivity o f the results to ‘ethical’ choices about discount rates 
and aggregation, indicates that it is hard to base firm emission reduction policy 
advice on current knowledge o f the impact o f climate change. Nevertheless, the 
central estimates suggest a policy that is less ambitious than is currently on the 
political table.

APPENDIX

Table A l.
Sensitivity Analysis Marginal Damage of C 0 2 Emissions ( $/tC)‘

case discount rate 0% 1% 3% 5% 10%

base (Table 7) 317 171 60 26 6

emissions in 2005-2014 311 157 48 18 3

horizon: 2200 243 172 62 26 6

simple sum (Table 5) 142 73 23 9 2

higher order impacts 360 192 66 28 6

climate sensitivity: 1.5°C 186 101 35 15 3

climate sensitivity: 4.5°C 590 318 112 49 11

IS92f 348 187 65 28 6

IS92d 288 156 56 25 6

* Damage discounted to 1990; emissions in 1995-2004; model: F U N D I.6; scenario; IS92a; time 
horizon: 2100; equity weighted; no higher order effects.

Source: Own calculations.
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Table A2. Regional Marginal Damages over the Period 1990-2100*

Region 0% 1% 3% 5% 10%

OECD-A 5 3 1 1 0

OECD-E 7 4 1 1 0

OECD-P 4 2 1 0 0

CEE&fSU -2 -1 0 0 0

ME 15 8 3 1 0

LA 28 15 5 2 0

S&SEA 54 26 8 3 1

CPA 8 3 1 0 0

AFR 23 12 4 1 0

World 142 73 23 9 2

* Damages discounted to 1990; emissions in 1995-2004; model: F U N D I.6; scenario: IS92a; time 
horizon: 2100; simple sum; no higher order effects.

Source: Own calculations.

Table A3. Sectoral Marginal Damages Using Simple Summation*

Sector 0% 1% 3% 5% 10%

Sea level riseb 89 48 16 7 1

Agriculture -4 -2 0 0 0

Extreme weather* 46 21 5 2 0

Species 5 3 1 1 0

Malaria 7 3 1 0 0

Total 142 73 23 9 2

" Damages discounted to 1990; emissions in 1995-2004; model: F U N D I.6; scenario: IS92a; time 
horizon: 2100; simple sum; no higher order effects. 

h Coastal protection, dryland loss, wetland loss and migration. 
c Hurricanes, extratropical wind storms, river floods, hot spells, cold spells.
S ou rce: Own calculations.
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Table A4.
Sectoral Marginal Damages Using Equity-weighted Summation’

Sector 0% 1% 3% 5% 10%

Sea level riseh 204 115 43 19 4

Agriculture 6 3 1 0 0

Extreme w eather 88 42 12 5 1

Species 1 1 0 0 0

Malaria 19 10 4 2 0

Total 316 171 60 26 6

* Damages discounted to 1990; emissions in 1995-2004; model: FUND 1.6; scenario: IS92a; time 
horizon: 2100; equity-weighted; no higher order effects.

b Coastal protection, dryland loss, wetland loss and migration.
c Hurricanes, extratropical wind storms, river floods, hot spells, cold spells.
Source: Own calculations.
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Abstract

Controversy surrounds climate change policy analyses because of uncertainties in climatic effects, impacts, mitigation costs and 
their distributions. Here we address uncertainties in impacts, and provide a method for quantitative estimation of the policy 
implications of such uncertainties. To calculate an “optimal” control rate or carbon tax a climate-economy model can be used on 
estimates of climate damages resulting from warming scenarios and several other key assumptions. The dynamic integrated 
climate-economy (DICE) model, in its original specification, suggested that an efficient policy for slowing global warming would 
incorporate only a relatively modest amount of abatement of greenhouse gas emissions, via the mechanism of a small (about $5 per 
ton initially) carbon tax. Here, the DICE model is reformulated to reflect several alternate published estimates and opinions of the 
possible damages from climatic change. Our analyses show that incorporating most of these alternate damage estimates into DICE 
results in a significantly more aggressive optimal policy than that suggested by the original model using a single damage function. In 
addition, statistical distributions of these damage estimates are constructed and used in a probabilistic analysis of optimal carbon tax 
rates, resulting in mostly much larger (but occasionally smaller) carbon taxes than those of DICE using point values of damage 
estimates. In view of the large uncertainties in estimates of climate damages, a probabilistic formulation that links many of the 
structural and data uncertainties and thus acknowledges the wide range of “optimal” policies is essential to policy analysis, since point 
values or “best guesses” deny policy makers the opportunity to consider low probability, but policy-relevant, outliers. Our 
presentation is offered as a prototypical example of a method to represent such uncertainties explicitly in an integrated assess-
ment. © 1999 Published by Elsevier Science Ltd. All rights reserved.

Keywords: Optimal carbon tax; Climate policy; Greenhouse gas abatement; Integrated assessment of climate change

1. Introduction

With increasing evidence that anthropogenic emis-
sions of greenhouse gases will lead to an increase in 
surface temperature, increased hydrologic extremes, and 
possibly several other climatic effects (Houghton et al.,
1996), research has been increasingly focused on the 
potential impacts of climatic change.

Some express deep concern over the possibility of 
catastrophic damage from changes in ocean circulation,
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a melting of the West Antarctic Ice Sheet, and other 
improbable but plausible changes in climate-related sys-
tems (Broecker, 1997; Schneider et al.y 1998). Concerns 
for significant climate damage motivates advocacy for 
reducing the amount of global greenhouse gas emissions 
(especially carbon dioxide, C 0 2, the most important 
greenhouse gas), to below so-called business as usual” 
(BAU) baseline projections (Azar and Rodhe, 1997). The 
primary proposed mechanism is by economic incentives 
— typically a carbon tax — to promote less carbon- 
intensive fuels and to develop alternatives (e.g., Schneider 
and Goulder (1997)) discuss costs of a carbon tax versus 
direct research and development subsidies). Others seem 
confident that humans will be largely capable of adapting 
to most projected changes and argue that short-term 
growth should not be restricted much to reduce climatic 
change (Schelling, 1983).
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There are many uncertainties in estimated climatic 
change effects, impacts, and costs of carbon abatement. 
Moreover, there is little agreement on how to place 
a dollar value on the non-market impacts of climatic 
change, such as the loss of human life, biodiversity, or 
ecosystem services. There is also debate regarding what 
kinds and what values of discount rates should be ap-
plied in cost-benefit studies (Chapman et al., 1995; Has- 
selmann et al., 1997; Nordhaus, 1997). Nevertheless, 
several studies suggest that climatic change will have 
only minor economic impacts, and that an optimal policy 
would therefore incorporate only modest controls on 
greenhouse gas emissions (Kolstad, 1993; Nordhaus, 
1991; Peck and Teisberg, 1992). However, many of these 
“modest controls” conclusions are based on point esti-
mate values — that is, results which are derived from 
a series of “best guesses”. This point estimate method 
fails to account for the wide range of plausible values for 
many parameters. Since policy making in the business, 
health and security sectors often is based on hedging 
against low probability but high consequence outcomes, 
any climate policy analytic tools that represent best guess 
point values or limited (i.e., “truncated”) ranges of out-
comes restrict the ability of policy makers to make stra-
tegic hedges against such risky outlier events. In this 
paper, we demonstrate a method to include the wide 
range of outcomes and show their implications for cli-
mate policy.

Clearly, given the many uncertainties and unexplored 
assumptions in conventional economic analysis (Azar, 
1996; Brown, 1997; Grubb, 1997; Jenkins, 1996; Repetto 
and Austin, 1997; Schneider, 1997), it is necessary to 
formally develop and apply a variety of methods to 
explore a range of possible conclusions. Thus, we will 
demonstrate in explicit detail here quantitative methods 
that can be used to explicitly incorporate a wide range of 
uncertainty estimates (including outliers) of the impacts 
of climatic change. In addition, little attention has been 
given to the non-market impacts of climatic change, and 
the implications of modeling market and non-market 
impacts separately (Daily, 1997; Tol, 1995). However, 
some studies have tried to incorporate aspects of such 
uncertainties (Manne and Richels, 1994; Morgan and 
Dowlatabadi, 1996; Nordhaus, 1994b; Peck and Teis-
berg, 1995), finding that their inclusion typically increases 
the magnitude of “optimal” abatement efforts. This study 
goes beyond these previous attempts by including the full 
range of climate damage estimates (i.e., not truncating the 
distribution to exclude outlier estimates) and/or by per-
forming a Monte Carlo simulation based on published 
climate damage distributions, which yields a statistical 
distribution of optimal policy responses.

We focus on key assumptions made in earlier analyses 
— specifically, in the pioneering model of Nordhaus 
(DICE) r— and determine the sensitivity of the model’s 
conclusions to plausible alternative assumptions. In par-

ticular, we consider the climatic change impact estimates 
published by several researchers and experts, and con-
struct several reformulated DICE models to reflect a var-
iety of these estimates and opinions. We then compare 
the results and policy implications of the reformulated 
models to those of the previous studies. We conclude that 
the policy community must be sure that a wide range of 
estimated outcomes are explicitly represented in any pol-
icy analysis so that strategic hedging may be one of the 
policy options considered.

2. Integrated assessment

There are several Integrated Assessment models 
(IAMs) that have been used for the analysis of emission 
control policies. These models vary in complexity, struc-
ture, and the numerical values of key parameters. Indeed, 
no IAM can credibly deal with all important factors nor 
cover the wide range of value-laden alternatives that need 
to be considered in real-world policy-making (for 
example, see the review by Schneider (1997) or the special 
issue edited by Filar et al. (1998)). Nevertheless, IAMs 
can provide insights via sensitivity analyses of key uncer-
tain parameters, structural elements, and value choices. 
The DICE model is a well known, well documented and 
relatively simple IAM. The transparency of the model 
allows for several reformulations and extensions, which 
will be important for our purposes of displaying quantit-
ative methods of presenting uncertainties and demon-
strating that policy makers need to be aware of the full 
range of potential outcomes. Although the simplicity of 
this approach precludes taking the quantitative results 
literally, the qualitative insights from our presentation 
will hopefully prove useful to the climate policy-making 
community.

3. The DICE model

All of the quantitative analyses here use the Dynamic 
Integrated model of Climate and the Economy (the 
DICE model), as described by Nordhaus (1992). A short 
overview of the model is given in Appendix A. Put briefly, 
DICE optimizes the trade-off between the costs of cli-
matic change and the costs of restricting greenhouse gas 
emissions. Here we only reconsider the former cost, and 
examine DICE’S sensitivity to the formulation of the 
damage term (Eq. (A.8) in Appendix A) with several 
alternate damage functions. One attempt to quantify the 
importance of the damages of climatic change appears in 
Nordhaus and Popp (1997). That study demonstrates 
that improved estimates of climate damages are more 
valuable than improved estimates of any other parameter 
in the DICE model. This paper extends their conclusion 
by adding a sensitivity analysis of DICE policy
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conclusions to alternate published damage estimates 
(including outliers which might imply strategic hedging 
policies), thereby providing a wide range of plausible 
optimal policies in the presence of uncertainty in the 
magnitude of climatic damage.

The DICE model was originally designed to compare 
the economic effects of several different policies regarding 
the control of anthropogenic carbon dioxide emissions. 
One such policy is a “Business-As-Usual” (BAU) 
or baseline scenario, where no efforts are made to 
control greenhouse gas emissions. In terms of Eq. (A.5) 
in Appendix A, this scenario fixes the endogenous 
control rate //(r) = 0 for all t. We will sometimes refer 
to this as the “no-controls” constraint. In this scenario, 
there is no emissions abatement (and thus no abate-
ment costs), but we anticipate the temperature increase, 
and hence the damage from climatic change, to be 
higher.

In the “optimal” policy scenario, the “no-controls” 
constraint is relaxed, and n(t) is determined endogen-
ously. In this scenario, DICE is free to trade off the 
costs of climatic change with those of emissions 
abatement. If the costs of global warming are relatively 
small, the incentive to mitigate carbon emissions will 
also be small, so we would expect fi(t) to be close to 
zero (i.e., the BAU scenario would be close to the optimal 
one). If the impacts of climatic change are great, however, 
we would expect ji(t) to be much closer to 1, implying 
that “Business-As-Usual” would be a relatively poor 
policy, from the point of view of optimizing economic 
efficiency.

Discounted consumption is used by Nordhaus as the 
primary criterion for comparing different model results. 
“Discounted consumption” here refers to all consump-
tion occurring after 1989, discounted to 1990 by the rate 
of interest on goods and services calculated in the stan-
dard optimal DICE run. Since utility is an increasing 
function of consumption, in this formulation larger 
quantities of discounted consumption are taken as more 
desirable :— a premise challenged by some (e.g., Brown, 
1997; Jenkins, 1996) but accepted here for the purposes of 
our analysis and to demonstrate policy implications from 
including a wide range of outcomes.

Discounted consumption can also serve as an indi-
cator of the severity of climatic change (since unmitigated 
wanning will decrease production, and hence consump-
tion). Because of the large scale (hundreds of trillions of 
dollars) for discounted consumption from 1990 to 2100, 
sometimes different formulations of climatic damage 
will have little impact (percentagewise) on total 
discounted consumption, even though the absolute 
evolving differences over time can be quite large and thus 
have important short- and long-term policy ramifica-
tions.

Optimal emission control rates, the values of g(t) for 
the optimizing run of a model, are a second important

indicator of the consequences of climatic damage. An 
“optimal policy” is one which uses these values of /i(r). 
This optimal policy can be achieved via an “optimal 
carbon tax” value. In other words, we are interested in 
the level of carbon tax that would induce the optimal 
values of /i(t).

The optimal carbon tax can be calculated as a ratio of 
“shadow prices” (or “dual variables”) of the model’s non-
linear program. The shadow price of consumption (Cm) is 
equivalent to the increase in the model’s objective func-
tion (Eq. (A. 1) in Appendix A) from one additional unit of 
consumption (relative to the optimal level), and the 
shadow price of carbon emissions (£w) represents the 
increase in utility from one additional unit of carbon 
emissions. Thus, by taking the ratio of these shadow 
prices (£m/Cm), we derive the implicit price of carbon per 
unit of consumption, which provides a calculation of the 
carbon tax.

4. Nordhaus’s damage function

There are currently many different estimates and 
countless opinions regarding the economic impacts of 
global warming. The DICE model includes a climate 
damage function based on Nordhaus’s personal estimate. 
We first compare this function with those of several other 
damage estimation studies, and later add in the opinions 
of eighteen experts surveyed by Nordhaus in a sub-
sequent study (Nordhaus, 1994a).

In deriving a damage function for his DICE model, 
Nordhaus first estimated the effect of a 3°C warming on 
US income. Based on the results in Nordhaus (1991), 
Nordhaus used a 0.25% loss of GDP as the starting 
estimate for this value. Due to the difficulty in quantify-
ing all of the probable damage from climatic change, 
especially non-market damage, this may be an overly 
conservative guess. To account for this, Nordhaus raised 
the estimate to 1% of US income. This value may still 
be too conservative for a global model (such as DICE), 
since damage estimates for the United States are likely to 
be considerably less than those for countries which have 
a greater dependence on agriculture and a more 
limited ability to adapt to climatic change (as is the 
case with many less developed countries (Bruce et al., 
1996)). A second adjustment was then made to extrapo-
late a global estimate from the domestic estimate, and 
a total (negative) impact of 1.33% to global output was 
used by Nordhaus for a 3°C warming in the DICE 
model.

We are also interested in the relationship between 
damage and warming as warming increases beyond the 
3°C value. Recognizing that disproportionally larger 
damages have been hypothesized for larger climate 
changes than for smaller ones, Nordhaus assumed
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Table 1
A comparison of IPCC damage estimates for a C 02 -doubling scenario 
(damage is for US only)

Researcher Warming (CC) Damage (% of GDP)

Cline 2.5 1.1
Fankhauser 2.5 1.3
Nordhaus 3.0 1.0
Titus 4.0 2.5
Tol 2.5 1.5

Both temperature increase and the corresponding amount of damage 
are estimated.

Source: Bruce et al., (1996).

a quadratic function. This yields the following damage 
function for the original DICE model:

dN(t) = 0.0133[A7W3]2 (1)
where dN(t) is the fractional loss of global output, and 
AT(f) is the rise in average global temperature.

5. Alternate damage functions

Other experts have made independent estimates of the 
damage of global warming. This section uses the results 
of several of these studies to derive alternative damage 
functions for use in the DICE model.

Table 1 presents an overview of recent damage esti
mates for a doubling of C02 levels by Cline (1992); 
Fankhauser (1995); Titus (1992) and Tol (1995). Detailed 
breakdowns of these estimates have been published by 
the IPCC (Bruce et al., 1996). However, these values only 
consider damage to the United States, and only describe 
a damage function for a single temperature increase 
value. To derive continuous functions consistent with 
DICE, we borrow the assumptions from Nordhaus’s 
approach —  that total damage to the global output will 
be a factor of one-third greater than the damage to 
United States output, and that damage is a quadratic 
function of global warming, with zero damage for an 
unchanging climate. Under these assumptions, the dam
age functions for these four estimates are as follows:

dc(t) =  0.0146[AT(t)/2.5]2, (2)

dF(t) =  0.0173[AT(r)/2.5]2, (3)

dTi(t) =  0.03325[A7W4.0]2, (4)

dTo(t) =  0.0200[AT(t)/2.5]2. (5)

Fig. 1. The DICE model reformulated with damage functions derived 
from damage estimates by Cline (C), Fankhauser (F), Nordhaus (N), 
Titus (Ti), and Tol (To). The original model used the damage function 
derived from Nordhaus’s personal damage estimates (N). Figure la 
displays the damage functions derived from published IPCC damage 
estimates (Bruce et al., 1996). Fig. lb shows the loss of discounted 
consumption in the BAU scenario for each of the damage functions in 
Fig. la (where discounted consumption is all consumption occurring 
after 1989, discounted to 1990 by the rate of interest on goods and 
services calculated in the standard optimal DICE run). In essence, these 
curves represent the damage of unmitigated climate change. Of course, 
the curves shown here represent only a small fraction of overall con-
sumption (the largest difference between the highest and lowest curves 
is less than 1% of total discounted consumption). Fig. lc gives optimal 
carbon tax levels corresponding to each of the damage functions in 
Fig. la.

6. IPCC damage functions in DICE

The relative character of all five damage functions is 
shown in Fig. la. The functions spread out considerably 
with more than 3°C of warming. The function used in the 
original DICE model is the most conservative of the five.

Fig. lb presents the loss of discounted consumption 
due to climate damage in the “Business As Usual” (BAU) 
policy scenario, where no action is taken to mitigate the 
buildup of atmospheric greenhouse gases. These curves
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also represent the gross benefit of complete climatic 
change abatement associated with each damage function 
in the DICE model (since complete abatement would 
reduce the damage from climatic change to zero). Since 
a relatively large amount of climate-induced damage 
results in less income, and hence less consumption, 
the more severe damage functions result in a greater 
losses of discounted consumption, and hence a larger 
economic incentive for climatic change abatement.

We next consider the “optimal” policy scenario (i.e., we 
remove the “no-controls” constraint), in order to com-
pare the levels of optimal emission control rates (the 
level of mitigation) and optimal carbon taxes (the mecha-
nism used to induce the mitigation) for each of the 
damage estimates. Fig. lc shows the values of the optimal 
carbon taxes associated with each damage function 
(Eqs.(lM5)).

With the original damage function (Eq. (1)), the DICE 
model calculates modest carbon taxes — less than 10 
1990 US dollars per ton of carbon over the next two 
decades, with a tax of just over 20 dollars by the end of 
the 21st century. By contrast, these numbers double when 
the DICE model is run with the damage estimates of 
Fankhauser or Tol (Eqs. (3) and (5)). Similarly, the opti-
mal emission control rates for model runs with Fan-
khauser or Tol damage estimates are over 50% higher 
than those in the canonical DICE run.

7. Damage functions from an expert survey

A second source for estimates of damage from climatic 
change is an expert survey conducted by Nordhaus 
(1994a). Nineteen experts from the natural sciences, the 
social sciences, technology, and economics were ques-
tioned about the economic impacts, distributional effects, 
and non-market effects of global warming. For all ques-
tions, three scenarios were considered: a 3°C warming by 
2090 (scenario A); a 6°C warming by 2175 (scenario B); 
and a 6°C warming by 2090 (scenario C). Here we con-
centrate on the experts’ opinions regarding economic 
impacts in scenarios A and C. (This data is shown in 
Table 2 (Nordhaus, 1993). Respondent 19 is not included 
because he did not complete this portion of the survey.)

8. Disciplinary background affects damage functions

The survey respondents were categorized by Nordhaus 
as natural scientists, environmental economists, and 
“other social scientists” (a group composed primarily 
of “mainstream” economists). As the final rows of Table 2 
show, there is considerable variation in opinion between 
researchers of these different fields. The natural scientists’ 
average damage estimate is far more pessimistic for the 
world economy than that of the social scientists, and the

Table 2
Expert opinion on climate change (in %GWP loss)

Respondent number Scenario A Scenario C

10%ile 50%ile 90%ile lOV.ile 50%ile 90%ile

1 0.7 1.3 8.8 1.4 2.6 14.1
2 -0 .3 1.3 6.0 2.0 3.8 15.0
3 0.1 0.3 0.6 0.2 0.8 3.0
4 -0 .5 1.5 5.0 -0 .5 4.0 9.0
5 3.3 16.3 31.3 6.5 30.0 615
6 1.2 1.9 3.6 3.0 6.0 18.0
7 0.0 2.5 6.0 10 5.0 15.0
8 10.0 21.0 30.0 20.0 610 100.0
9 -1 .0 1.5 8.0 0.0 4.0 15.0
10 1.0 5.0 14.0 4.0 15.0 30.0
11 0.8 1.8 5.0 18 6.4 17.0
12 1.0 10 5.0 3.0 6.0 15.0
13 -  1.0 3.0 8.0 1.0 6.0 15.0
14 0.0 0.0 0.8 0.0 2.0 5.0
15 - 1 0 2.0 6.0 3.0 10.0 17.0
16 -0 .5 0.5 1.0 2.0 3.5 5.0
17 -0 .5 0.3 0.5 -1 .0 1.0 5.0
18 0.0 10 4.0 10.0 20.0 30.0
Mean 0.7 3.6 8.0 3.3 10.4 21.7
Nat. Sri. 5.5 ' 13.0 22.0 110 38.5 65.0
Env. Econ. 1.2 6.6 14.3 3.2 13.3 31.8
Other -0 .1 1.5 4.4 2.0 3.9 117

Source: Nordhaus, 1993.
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Fig. 2. Best estimates of survey respondents for total climate damage 
plotted against respondents’ predictions for the percentage of damage 
occurring in the standard national accounts. Fig. 2a presents results for 
Scenario A (a 3°C warming by 2090), and Fig. 2b shows estimates for 
Scenario C (a 6°C warming by 2090). Several respondents did not 
complete this portion of the survey. Note that there is a strong sugges-
tion that respondents estimating large climate damages are more likely 
to assign a large proportion of such damages to non-market categories.

environmental economists average an estimate between 
the other two. Additionally, Fig. 2 plots climate damage 
estimates versus market damage estimates for all respon-
dents except the “outliers” (i.e., excluding two respon-
dents who estimated less than a 0.3% loss of GW P from 
3°C of warming, and two respondents who estimated 
more than a 15% loss of GW P from 3°C of warming). 
Fig. 2 shows that respondents who estimated a large 
amount of climate damage were more likely to 
place a larger proportion of those damages outside of the 
standard national accounts (i.e., large damage estimates 
implied large non-market damages).

The differences across disciplines in the survey results 
have been previously noted (Nordhaus, 1994a; Peck and 
Teisberg, 1995). Indeed, Peck and Teisberg have used the 
survey respondents’ estimates of a “high-consequence 
outcome” (one defined as a sustained loss of global out-
put of 25% or more) to incorporate risk into the CETA 
model (Peck and Teisberg, 1995).

Some researches have argued that any decision ana-
lytic survey in which groups of respondents appear to

hold to different paradigms should avoid aggregating 
experts; the estimates of each paradigmatically different 
group should be presented separately (Keith, 1996; 
Morgan and Henrion, 1990; Pate-Cornell, 1996). 
Unfortunately, when the survey participants are grouped 
together by discipline, the smaller pools (e.g., natural 
scientists) consist of only a few individuals. Because of the 
small sample size, much of our analysis aggregates the 
estimates of all of the experts, despite the strong caveat 
(but in Fig. 3 we do show a “traceable account” of the 
subgroups that we subsequently aggregate into one sum-
mary distribution in Fig. 4). On the other hand, draw-
backs of considering each paradigmatically distinct 
group separately are pointed out in Titus (1997).

The data from Nordhaus’s survey can be used to derive 
several new damage functions. In particular, we can use 
the estimates from scenarios A and C as two data points 
(for AT(t) =  3 and AT(r) =  6, respectively). With our 
previous assumption of zero damage for a zero-warming 
scenario, we have a third data point at A T{t) =  0. We can 
then derive a unique continuous damage function for 
each set of three data points. One should note that the 
assumption of a quadratic relationship between damage 
and warming that we borrowed from Nordhaus and used 
above is now relaxed. That is, unlike our previous “as-
sumed quadratic” functions, the exponents of these 
“curve fit” damage functions follow directly from the 
data. However, this analysis still only considers functions 
of a single term of the form axb. A dual-term approach to 
quantifying damage has been discussed in Roughgarden 
(1997). There, the DICE model was reformulated to in-
clude one market damage term and one non-market 
damage term. Non-market damage affected global utility 
directly, rather than indirectly through income (as is the 
case in the original specification of DICE). Preliminary 
analyses suggest that the DICE model is much more 
sensitive to the magnitude of the damage function than to 
a partitioning of the damage function into market and 
non-market components. A similar, less extensive analy-
sis appears in Tol (1994).

We begin by deriving damage functions for each of the 
disciplines represented in the survey. The 50th percentile 
estimates from Table 2 yield the following damage func-
tions for the natural scientists, the environmental eco-
nomists, the other social scientists, and the entire group 
of respondents:

<W 0 =  0.0231ATW157, (6)

dcc(t) = 0.0218AT(()101, (7)

dss(t) = 0.0022AT(t)1'87, (8)

d AU(t)  = 0.0067AT(t) (9)

These functions are shown graphically in Fig. 3a, to-
gether with the original DICE damage function for com-
parison. The DICE damage function is similar to that of
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Fig. 3. The DICE model reformulated with damage functions derived 
from damage estimates given by experts. Fig. 3a shows the “disciplinary 
damage functions” derived from an expert survey (Nordhaus, 1994a), 
for natural scientists (“Nat. Sci.”), environmental economists (“Env. 
Econ.”), and other social scientists (“Soc. Sci.”), primarily conventional 
economists. The original DICE damage function (“DICE ’92”) is also 
shown for comparison. In Figs. 3b and c, optimal policy given the 
median damage estimates of natural scientists ( x ) is compared with 
optimal policies with the high (90th percentile) damage estimates of all 
of the experts (□), the median damage estimates of all of the experts 
( + ), and with the damage estimates used in the original DICE model 
(O). Fig. 3b gives optimal carbon tax levels for each group of damage 
estimates, and Fig. 3c displays the corresponding optimal emission 
control rates. The increases in global average temperature by 2105 
associated with these policies are 2.77°C, 2.94°C, 3.10°C, and 3.20°C, 
respectively, suggesting that even the largest control rate abates only 
a modest fraction of the projected climate changes. In addition, Fig. 3c 
shows optimal control rates with the median damage estimates of all 
experts and a 1.5% social rate of time preference (A)—half the value 
used for ( + ).

the social scientists, and is substantially more optimistic 
than the other three functions.

It is interesting to note that differences of opinion show 
up primarily in the coefficients of these functions, rather 
than in the exponents. For example, Eq. (7) (for the

Fig. 4. “Aggregate expert damage distributions” for warming scenarios 
A (3° by 2090) and C (6° by 2090). These distributions are used to derive 
“randomly sampled” damage functions for use in a probabilistic analy-
sis of the DICE model under uncertainty. Figs. 4a and b show the 
cumulative distribution functions and probability density functions, 
respectively, of the damage distributions. Fig. 4c displays several 
example damage functions used in the Monte Carlo simulation. The 
“50%ile” damage function (for example) is the function through all of 
the following: the origin (since we assume zero damage with no temper-
ature increase), the median of the damage distribution for scenario A at 
AT(t) = 3°C, and the median of the damage distribution for scenario 
C at AT(t) = 6°C.

environmental economists) is nearly linear and Eq. (8) 
(for other social scientists) is nearly quadratic. However, 
this fact is overshadowed by the order of magnitude 
difference between the two equations’ coefficients — in 
the warming range that we are interested in, the former 
equation has a much greater value than the latter. Over-
all, the experts seem to largely agree that there is a non-
linear relationship between damage and warming, but 
that there is less than quadratic dependence on AT(f). 
This contrasts to the less than linear damage functions in 
a survey of non-expert home owners in California (Berk 
and Schulman, 1991).
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The second group of functions compares the low, 
middle, and high estimates of the respondents. Here, we 
disregard the backgrounds of the participants and con-
centrate solely on the spread of all respondents’ aggreg-
ated estimates. The following equations are derived from 
the aggregated averages for the 10th, 50th ̂ and 90th 
percentile damage estimates:

</10(t) =  0.00064 r(t)22*, (10)

=  0 .006741(0 '” , (11)

=  0.016441(1)' “ (12)

Note that, by definition, Eqs. (9) and (11) are identical.

9. Survey damage functions in DICE

Next, we discuss the effects of replacin0 me original 
DICE damage function (Eq. (1)) with Eq. (6), the natural 
scientists’ 50th percentile response, and with Eq. (12), the 
entire survey group’s 90th percentile estimate of dam-
ages. This “optimistic versus pessimistic” contrast (see 
Fig. 3b) is useful for examining the importance of the 
large differences in opinion regarding the potential im-
pacts of climatic change on policy (i.e., optimal carbon 
taxes).

The first analysis of DICE with each of the above three 
damage functions compares the net present value of 
consumption after 1990 in the BAU policy scenario, 
where no efforts are made to slow climatic change. In this 
case, we would expect the model runs with pessimistic 
damage functions to exhibit decreased consumption, due 
to increased damage from unmitigated global warming. 
Reformulating DICE with the damage function given by 
Eq. (12) results in a 2.8% loss in discounted consumption, 
and using the damage function given by Eq. (6) causes 
a 4.4% loss in discounted consumption (relative to 
a world without climate-induced damage). Thus, the be-
nefit of emissions control in the reformulated DICE 
models is several times higher than that in the original 
DICE model (where a BAU policy resulted in a less than 
0.5% loss in discounted consumption). We examine the 
effects of these incentives to abate carbon by rerunning 
the DICE model and including the possibility of policies 
that restrict carbon emissions (i.e., we consider the “opti-
mal” policy scenario).

Using the damage function from the 90th percentile 
estimates of all of the experts, DICE calculates about 
three times as much carbon taxes as in the more optimis-
tic scenario. With the damage function based on natural 
scientists’ 50th percentile estimates, optimal carbon taxes 
(Fig. 3b) are about six times as large as those in the 
optimistic scenario. The values of optimal control rates 
for these two models (Fig. 3c) range from two to three 
times higher than those in the original model. The aver-
age of the median estimates (i.e., Eq. (11)) yields results

closer to those of the DICE model, but still gives higher 
values for optimal control rates and carbon taxes.

Finally, several researchers argue that a low (or even 
zero) rate of social time preference is appropriate for the 
DICE model, on the basis that it is philosophically inde-
fensible to value the welfare of future generations less 
than the welfare of the present generation (even if this 
yields a discount rate inconsistent with observed eco-
nomic behavior, such as the global savings rate) (Azar 
and Sterner, 1996; Cline, 1992). Thus, as a pure sensitivity 
analysis comparison, in Fig. 3c we include a curve in 
which the 3% social rate of time preference of DICE (p in 
Eq. (A.l) of Appendix A) is replaced by a smaller rate 
(1.5%). We also use Eq. (11) (i.e., the aggregate median) as 
a damage function. The resulting increase in optimal 
emission control rates is larger than that caused by using 
the experts’ 90th percentile damage estimates (as reflected 
in Eq. (12)) in place of the experts’ median estimates (Eq. 
(11)), showing a high sensitivity to a small change in p.

A more thorough sensitivity analysis of the DICE 
model to the social rate of time preference was performed 
in Chapman et al. (1995). This study found that a zero 
rate of social time preference leads to an optimal control 
rate almost three times that of the original DICE model. 
Additionally, it shows that replacing the decreasing func-
tion cr(jt) in Eq. (A.5) of Appendix A (the CO 2-equivalent 
emissions per unit of output without controls) with 
a constant function causes a similar increase in optimal 
control rates. Finally, the study by Kaufmann (1997) 
demonstrates that alternate assumptions about the trans-
fer of carbon from the atmosphere to the ocean yield 
increased climate damages, and hence a more stringent 
optimal policy. However, our purpose here is not to 
address the structural assumptions or parameters in 
DICE that are both debatable and have large impacts on 
policy options, but to concentrate on damage function 
sensitivity and the implications of ignoring outliers.

10. Subjective probability distributions of survey 
respondents

To this point we have derived damage functions for 
particular estimates of the respondents to Nordhaus’s 
survey. However, this approach does not capture all of 
the information in the results of the survey. Each respon-
dent gives a subjective probability distribution for dam-
age in each warming scenario, rather than simply point 
estimates. Thus, we can combine these distributions and 
construct an aggregated “expert probability distribution” 
for damage from climatic change. We do not suggest that 
the resulting functions should be viewed as particularly 
“credible”, as expert opinion on climate damage will 
likely change markedly as new research reshapes subjec-
tive opinions (Schneider, 1997). Further, this “aggregate 
expert opinion” should not be considered a “consensus”
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among experts, since several survey respondents would 
undoubtedly strongly disagree with the properties of the 
aggregate damage distributions. We do, however, believe 
that this analysis technique in which uncertainties 
are explicitly displayed provides much better insights to 
policy-makers viewing integrated assessments than 
simple point values. Moreover, it is useful to look at the 
implications of the spread of opinions in considering 
decision-making under uncertainty of the severity of cli-
matic damage, in particular the opportunity to consider 
strategic hedging policies to deal with extreme event 
possibilities.

In Nordhaus’s survey, each respondent gives low (10th 
percentile), median or ‘‘best guess” (50th percentile), and 
high (90th percentile) estimates for damage in each scen-
ario. As before, we restrict our attention to scenario A (a 
3°C warming by 2090) and scenario C (a 6°C warming by 
2090). One obvious distribution to consider is the sym-
metric normal distribution. However, the skewness of the 
estimates must be considered. An easy way to check for 
skewness is to compare each best guess estimate to the 
average of the respective low and high estimates. If a re-
spondent’s estimates are symmetric, these two values 
should be equal — that is, the chance of overestimating 
climatic damage by a given amount should be the same 
as that of underestimating damage by the same amount.

Referring back to Table 2, we see that, of the 36 sets of 
10th, 50th, and 90th percentile estimates, only 5 sets of 
estimates suggest a symmetric distribution (respondent 
16 in scenario C, and respondents 15 and 18 in both 
scenarios). Four sets of estimates exhibit left-skewness (a 
best guess estimate which is greater than the average of 
the low and high estimates), and the remaining 27 sets of 
estimates exhibit right-skewness (a best guess estimate 
which is smaller than the average of the other two). Thus, 
the bulk of the (both optimistic and pessimistic) experts 
thought that their best guess for climatic damage had 
a greater chance of being a large underestimate than 
a large overestimate; in other terms, a higher probability 
of a “nasty surprise” than a “pleasant surprise” 
(Schneider et al., 1998).

Given the skewness of the data, we fit a Weibull distri-
bution to the damage estimates of each survey respon-
dent.

11. Aggregate damage distributions for 3°C 
and 6°C wanning scenarios

To construct an aggregate damage distribution, 
a range of relevant damage levels is first identified. “Rel-
evant” is defined here as within 1.5 standard deviations of 
some expert’s best estimate. Using this definition, we 
consider damage estimates from -  2.7% to 33.9% of 
GWP in scenario A, and from — 1.4% to 100% of GW P 
in scenario C. It should be noted that distributions for
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both warming scenarios will consider the possibility of 
a net benefit from climatic change (from increased agri-
cultural yields, new discoveries of or access to minerals in 
the polar regions, reduced cold season health impacts, 
etc.).

To finish the construction of an aggregate distribution, 
we must simply “add up” the subjective probability 
distributions and normalize their sum. This requires 
a “discretization” of the probability distributions, as they 
are not easily summed in closed form. This is done by 
partitioning the range of relevant damage levels into 100 
subranges, and splitting up each probability distribution 
across the subranges. Then, we simply normalize by 
the number of respondents (18) to ensure that the total 
value of the range will be equal to 1. The result can then 
be considered a discrete approximation to the aggregate 
damage distribution, with each subrange approximating 
the value of the probability density function (PDF) of 
the aggregate distribution at a single point.

More formally, we can describe this approximate ag-
gregate distribution as follows. Denote the cumulative 
distribution function (CDF) of the ith subjective prob-
ability distribution as Fh and the subrange with left 
endpoint X! and right endpoint x2 as S1>2. Then the 
value of S i t2 is given by

c  E?=8i (F iM -F iM )
S l '2 = ------------- 18-------------  (13)

Slf2 can be considered an approximation of 
7((xi -{- x 2)/2), where /d en o tes the actual (continuous) 
probability density function of the aggregate damage 
distribution.

The CDFs for damage in scenarios A and C are given 
in Fig. 4a (labelled F(x)) and the PDFs are given in Fig. 
4b (labelled/(x)).

A striking feature of both distributions is their right 
skewness (i.e., “surprise potential”). For the 3°C warming 
scenario, the mode of the distribution (the peak of the 
PDF) is very close to zero, indicating that for this statistic 
aggregated expert opinion suggests that the benefits of 
climatic change are likely to offset most of the costs. 
Looking at the CDF, however, we sec that there is 
a significant ( >  10%) chance of a loss of more than 10% 
of the gross world product in this scenario. For scenario 
C, the shape of the distribution is similar. According to 
the aggregated expert opinion, there is a 50% chance of 
experiencing less than 6% GW P loss from 6°C of warm-
ing, but a 4% chance that the climatic change in this 
scenario will cut global output in half — an unfathom-
able economic catastrophe!

Nordhaus also used right-skewed damage distribu-
tions in his formal sensitivity analysis of the DICE model 
(Nordhaus, 1994b) based on the expert opinion expressed 
in his survey (Nordhaus, 1994a). Our analysis differs from 
Nordhaus’s in that we use an input distribution based



190 Climate Change

424 T. Roughgarden, S.H. Schneider j  Energy Policy 27 (1999) 415-429

solely on expert opinion, rather than one centered 
around Nordhaus’s personal damage estimate. In addi-
tion, we consider the damage estimates of all 18 survey 
respondents, whereas Nordhaus ignored the “outliers”, 
considering only the “trimmed mean” of the survey re-
sults (a statistic that ignored the three highest and three 
lowest estimates, markedly changing the output distribu-
tion). Moreover, since all of the participating natural 
scientists were among the pessimistic outliers, our distri-
butions reflect the beliefs of a group not represented by 
the damage distributions of Nordhaus (1994b). Including 
the opinions of natural scientists in the construction of 
the damage distributions yields an increased asymmetry 
in the probability density functions and higher expected 
damages given a particular temperature increase. This in 
turn increases the expected value of both optimal control 
rates and optimal carbon taxes. Whose opinions will turn 
out to be more credible is empirically testable, of course, 
by “performing the experiment” of substantial climate 
change over the next century. Whether or not to take that 
risk is a value judgement we will not confront in this 
article, but one that policy makers contemplating ratifi-
cation of the Kyoto protocol will have to confront (for 
the personal views on this subject by one of the authors, 
see Schneider (1998)).

12. Damage functions from distributions

The general approach for deriving a damage function 
from random damage estimates is similar to the one 
outlined earlier: given damage estimates for A T(t) =  3 
and AT{t) =  6, assume no damage for AT(r) =  0, and 
derive a function through the three data points of the 
form axb. In most cases, the procedure is identical to 
the one used above to derive damage functions from the 
point estimates of the survey respondents; the details 
are deferred to Appendix B.

Five damage functions derived from random samples 
of the damage distributions are presented in Fig. 4c. For 
contrast, damage functions from the 1st, 10th, 50th, 90th, 
and 99th percentile damage estimates are shown. The 1st 
and 10th percentile damage functions were derived from 
Eqs. (B.4)-(B.7) in Appendix B (since they must pass 
through negative damage estimates), while the other 
three functions are derived from Eqs. (B.1HB.3) in 
Appendix B. 13 *

13. Results from a Monte Carlo simulation

Using the methods of the previous section, we can now 
perform a probabilistic analysis with the expert opinions 
from Nordhaus’s survey. This section discusses the re-
sults of a Monte Carlo simulation, a simulation which

generates data from a series of “runs”. In this analysis, 
each of one thousand runs selects random input para-
meters, drawn from the previously derived damage distri-
butions, reformulates the DICE model with a damage 
function derived by the method outlined in Appendix B, 
and runs the new model to generate data for the optimal 
and BAU scenarios. This exercise is useful for evaluating 
the effects of the uncertainty of the economic costs 
(market and non-market, as both were implicit in 
Nordhaus’s survey) of climatic change on the output of 
the DICE model. In particular, the data from the simula-
tion runs yield an output distribution, which will allow 
a comparison between the standard DICE model and the 
opinions expressed in Nordhaus’s survey. This compari-
son is more comprehensive than that for Fig. 3, where the 
analyses relied solely on specific point estimates of expert 
opinion, rather than on entire subjective probability dis-
tributions.

14. Optimal carbon taxes

We have already seen that the damage distributions 
derived from the aforementioned expert survey have 
large variances in the magnitude of damage from unmiti-
gated climatic change. We now consider the distribution 
of optimal policy, in the form of carbon taxes, associated 
with these damage distributions.

Using the results of the Monte Carlo simulation, distri-
butions for optimal carbon taxes in the years 1995,2055, 
and 2105 were derived. The CDFs for these distributions 
are shown in Figs. 5a, c and e, and the PDFs are given in 
Figs. 5b, d, and f. Points showing the optimal carbon 
taxes calculated by the original DICE model are shown 
for comparison.

All three distributions show a heavy concentration of 
results near 0. For the year 1995, nearly a quarter of the 
simulation runs give an optimal tax level less than that of 
the original DICE run (5.24 1990 US dollars per ton of 
carbon). For 2055 and 2105, this fraction of relatively 
optimistic runs is slightly higher (where the original 
DICE model gave optimal carbon taxes of 15.04 and 
21.73 1990 US dollars, respectively).

However, all three optimal carbon tax distributions 
suggest a non-negligible probability that a large carbon 
tax is needed for optimal response to potential climatic 
change. One quarter of the simulation runs “recom-
mend” a 1995 carbon tax of at least $50 per ton of 
carbon, which is a tenfold increase from the optimal tax 
in the canonical run. About 15% of the runs give sim-
ilarly enhanced tax levels for 2055 and 2105. In the most 
pessimistic damage runs, optimal carbon taxes start at 
nearly $200 per ton in 1995, and climb to nearly $500 per 
ton by the end of the 21st century. We reiterate that all of 
these carbon tax rates are “optimal”, and differ only by 
the damage function assumed.
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Fig. 5. Results of the Monte Carlo simulation based on surveyed experts (Nordhaus, 1994a), presented as distributions of optimal carbon tax levels. 
Figs. 5a and b give the cumulative distribution function, F ( x \ and probability density function,^), respectively, for optimal taxes in 1995. Figs. 5c and 
d show similar functions for optimal taxes in 2055; Figs. 5e and f display the corresponding functions for 2105.

15. Comparison of results with DICE

Several comparisons between our optimal carbon tax 
distributions and the output of the original DICE model 
can be made, using the data summarized in Table 3 and 
Fig. 5.

Comparing the mode (the most frequent value) of the 
output distribution with the results of the original DICE 
model, it seems that DICE is a good representative of the 
expert opinion expressed in Nordhaus’s survey. The 
modes of the optimal carbon tax distributions are near 
zero, close to DICE’S recommendation for a relatively 
light carbon tax. However, the other properties of the 
output distributions justify very different policies. The 
median and mean of the optimal carbon tax distributions 
range from three to eight times as high as those featured 
in the original DICE run.

The differences between the modes of the output distri-
butions and their medians and means can be attributed 
to their lack of symmetry. As a result of the preponder-

Tablc 3
Comparison of Monte Carlo simulation results with the standard 
DICE model

Source of data Optimal Carbon Tax ($/ton C)

1995 2055 2105

DICE 5.24 15.04 21.73
Median 22.85 51.72 66.98
Mean 40.42 84.10 109.73
“Surprise” 193.29 383.39 517.09

Note: “Surprise” values are 95th percentile results. Explicitly includ-
ing low probability, high consequence outcomes alerts policy makers to 
consider strategic hedging options to reduce the risk of experiencing 
catastrophic outlier events.

ance of right-skewness of the opinions given in 
Nordhaus’s survey, discussed earlier (e.g., Fig. 4), the 
output distributions include a non-negligible probability 
of extremely severe damage from climatic change. These
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long, heavy tails (which we label “Surprise” in Table 3) 
pull the medians and means of the distributions away 
from the modes.

The differences between the output distribution and 
the results of the original DICE model are particularly 
obvious when we consider the tails of the output distribu-
tions. We take the 95th percentile results from the output 
distributions as representatives of these tidls. Referring 
back to Table 3, we see that the “surprise” estimates for 
optimal carbon taxes are over twenty times the level of 
those in the canonical run.

These differences are caused by two different effects. 
First, the means of these distributions (4.04% and 
11.22% of GWP damage for scenarios A and C, respec-
tively) are much higher than the damage estimates used 
in DICE (1.33% and 5.32%). Thus, most of our Monte 
Carlo runs will use more pessimistic damage functions 
than that of the original DICE model. Second, th. ^on- 
linearities of the model will, on average, push optimal 
carbon taxes even higher. Intuitively, damage functions 
derived from these damage distributions will never 
cause far more optimistic results than those with 
the original DICE damage function, but they will 
occasionally result in far more pessimistic outcomes. 
These occasional “catastrophic” damage functions 
will lead to a relatively pessimistic expected value of 
output. In other words, the significant chance of a 
“surprise” (Schneider et al., 1998) causes a much higher 
level of “optimal” abatement, relative to the original 
DICE formulation.

In addition, we analyzed the effects of the relative 
severity of the average survey damage estimate versus 
those of the non-linearities of the DICE model in a 
probabilistic analysis. Approximately one third of 
the difference between the optimal carbon taxes of 
DICE and the means of our optimal carbon tax distribu-
tions are accounted for by the relatively high survey 
damage estimates, and the remaining two-thirds of the 
difference can be attributed to the non-linearities in 
the model. 16

16. Conclusions

By including a wide range of published climate damage 
estimates and applying them to a simple, but well-known, 
climate-economy integrated assessment model, we make 
explicit to policy makers the wide range of “optimal” 
climate abatement policy options that this analytic ap-
proach provides. Our analysis shows that the original 
DICE model is a fairly good representative of the most 
frequent estimates from the Monte Carlo analysis based 
on Nordhaus’s survey of experts, but DICE with 
Nordhaus’s original damage function is far more opti-
mistic (i.e., suggests a lower carbon rate) than the bulk of 
the distribution of expert opinion. In a sense, the original

DICE carbon tax may be regarded as a point estimate 
between the mode and median of the distribution of 
expert opinion. However, this point estimate ignores 
the chance that, as estimated by 18 experts, climatic 
change could cause a disastrous amount of damage, 
a chance that most of the survey respondents clearly 
consider non-negligible. In other words, output from 
a single model run does not display all the information 
available nor does it offer sufficient information to pro-
vide the insights needed for well-informed policy deci-
sions. One cannot simply look at a recommendation for 
a “five dollars per ton carbon tax” and claim that higher 
carbon taxes are “necessarily less economically efficient”. 
As we have shown, such a relatively low carbon tax 
results from using a relatively optimistic damage esti-
mate, and from ignoring the uncertainty of the magni-
tude of impacts from climatic change. Instead, a wide 
range of possible scenarios, including low-probability, 
beneficial and high-risk scenarios, must be explicitly con-
sidered. In particular, strategic hedging policies to deal 
with the 95th percentile, high damage outcome may well 
be chosen by policy makers, just as individuals or firms 
purchase insurance against low probability catastrophic 
outcomes. Regardless of the risk proneness or risk aver- 

,seness of the individual decision maker, the characteriza-
tion and range of uncertainties of the information 
provided by decision analysis tools must be made explicit 
and transparent to policy-makers (Moss and Schneider,
1997). This range of uncertainty should also include esti-
mates for the subjective probability of varying climatic 
effects (e.g., Morgan and Keith, 1995), damage estimates 
(e.g., this article), discount rates (e.g., Cline, 1992; 
Chapman et al., 1995), carbon cycle effects on C 02 up-
take (e.g., Kaufmann, 1997), and the sensitivity of the 
economy to structural changes such as induced technolo-
gical change (e.g., Grubb, 1997; Repetto and Austin, 
1997; Goulder and Schneider, 1999). The end result of 
any set of integrated assessment modeling exercises will 
be, as always, the subjective choice of a decision-maker 
(Schneider, 1997), but a more comprehensive analysis 
with uncertainties in all major components explicitly 
categorized and displayed will hopefully lead to a better- 
informed choice, including the options for strategic hedg-
ing against low probability, high consequence events.
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Appendix A. The DICE model

The DICE model is an intertemporal, optimal-growth 
model of the global economy, first published in 
Nordhaus (1992). More specifically, the model maximizes 
utility by choosing values for three decision variables 
(consumption, investment, and emissions control) subject 
to several economic and geophysical constraints. The 
exact form of the objective functions is given by:

max U = y  P(t) ln(C(t)/P(t))
r  a  +  p )‘

(A.1)

where U is discounted utility, P(f) is the population 
size at time t, C(t) is global consumption at time t, 
and p is the social rate of time preference. In words, 
utility is a function of per capita consumption, dis-
counted at rate p. The values of P(r) are taken as 
exogenous, with population levels stabilizing around 
10.6 billion people in the 24th century, p is also 
taken exogenously as 3%.

Global output, T(r), is given by a Cobb-Douglas pro-
duction function:

Y(t) =  Q ( t ) A m t ) 1~yK ( ty  (A.2)

where A{t) represents technology, l i t )  is labor, K(t) is 
capital, and y is capital elasticity. Q(r) relates production 
to the costs of emission control and the costs of climatic 
change, and will be discussed below, y is assumed to be 
0.25. L{t) is assumed to be equal to P{t), the population 
size. A{t) is taken to be an exogenously increasing func-
tion, but with decreasing growth. In other words, as with 
population size, productivity is taken to be increasing but 
leveling off.

Global output is then endogenously divided among 
consumption and investment:

y(r) = C(r) + /(t) (A.3)

and the level of investment affects the future capital 
stock:

K(t) =  ( l - 6 K) K ( t - l )  +  I ( t - l )  (A.4)

where SK is the rate of depreciation of the capital 
stock, taken exogenously to be 0.10. Since the model uses 
time increments of 10 yr, time t is 10 years after time 
t -  1.

The economic side of DICE interacts with the climatic 
side through greenhouse gas emissions. Specifically, 
emissions are taken to be a function of output:

E(t) =  l l - p ( t M t ) Y ( t )  (A.5)

where p(t) is the endogenous control rate and <r(t) is the 
C02-equivalent emissions per unit of output without 
controls. a(t) is taken exogenously as a decreasing func-
tion, due to historical trends of increasing energy efficien-
cy and substitution for carbon-intensive fuels.

The magnitude of climatic change depends on the 
stock of greenhouse gases in the atmosphere (M(t)), not 
the flow of gases to the atmosphere (i.e., £(*)):

M(r) -  M pre = rjE(t -  1) + (1 -  <5„)[M(t) -  M ^]
(A.6)

where is the preindustrial level of the stock, rj is the 
marginal atmospheric retention ratio, and dM is the rate 
of transfer of carbon to the deep oceans. q, and 
5m are given as 590 billion tons of carbon equivalent, 
0.64, and 0.0833 per decade, respectively.

As greenhouse gases accumulate, the amount of 
radiation near the Earth’s surface increases. This rela-
tionship is

F(t) = 4.1{log[M(r)/590]/log(2)} + 0(t) (A.7)

where F{t) is radiative forcing in watts per square meter 
and 0(t)  is exogenous forcings from other greenhouse 
gases (primarily CH4 and N20). F(t) is then related to 
a global average surface temperature increase A T(t) via 
equations which describe the heat transfer between the 
atmosphere, upper oceans, and deep oceans. One as-
sumption of these equations is that a doubling of C 02 
levels will lead to a 3°C warming — a quantity known as 
the “climate sensitivity”; variations in this important 
parameter are easy to incorporate into DICE. Further 
details regarding the relationship between F(t) and A T(t) 
can be found in Schneider and Thompson (1981).

It is through A T(t) that the climate side of the DICE 
model provides feedback to the economic side. Specifi-
cally, using temperature as an indicator for climatic 
change, damage from climatic change is given by

d(t) =  <xl A T ( t r  (A.8)

where d{t) is in fractional loss of global output, and 
ai and oc2 are estimated as 0.00148 and 2, respectively.

The amount of temperature increase, and hence the 
amount of damage from climatic change, can be in-
fluenced by choosing g(t). However, controlling emis-
sions also carries a cost:

TC{t) =  p xp!tf '  (A.9)

where TC(t) is in fractional loss of global output, and 
Pi and p 2 given by Nordhaus as 0.0686 and 2.887, 
respectively. This implies that a small ( < 10%) reduction 
in emissions can be achieved with relatively low cost, but 
drastic cuts are fairly expensive (e.g., a 50% cut in emis-
sions would cost about 1% of global output). Although 
these values are debatable (e.g., Repetto and Austin,
1997), we use the original DICE formulation in order to 
focus on the sensitivity of policy options to alternative 
damage functions.

These two costs are combined in the Q(t) term

1 -  TC(t)

1 +d(r) *
(A. 10)
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It is worth noting that Q(t) does not fully capture the 
damages of the d(t) term, since 1/(1 +  d(t)) is a reasonable 
approximation of 1 — d(t) only for small values of d(t). In 
the extreme case, with d{t) =  1, the world “only” experi-
ences a 50% reduction in output due to damage from 
climatic change, rather than a complete loss of global 
output. However, since the original model is being used 
here to analyze the consequences of uncertainties in dam-
age functions and to display methods to present uncer-
tainties quantitatively, we do not reformulate (2(f) in this 
study.

This completes the linking of the economic and cli-
matic sides of the DICE model.

Appendix B. Deriving damage functions from damage 
distributions

In this appendix, we describe the derivation of the 
damage functions used in our probabilistic analysis of the 
DICE model.

Given positive damage estimates from the scenario 
A and scenario C damage distributions (call the estimates 
y3 and y6, respectively), the corresponding damage func-
tion is given by

d(t) =  aAT(t)b

where

a = y J 6 b

L logCKe/ya)

About 10% of the time, however, at least one of the 
damage estimates is negative — that is, a net benefit from 
climatic change is predicted. In this case, there is no 
longer a function of the form axb which contains the 
three damage estimates (0, y3, and y6). However, 
the three estimates can be described by a function with 
the form a(x 4- c)b +  d (roughly, a translated parabola). 
We cannot, however, solve for all four variables (a, b, c, d) 
with only three data points. As a result, we reassert 
the assumption that damage is a quadratic function of 
temperature increase (i.e., we fix b = 2). Now we 
can derive a damage function from y 3 and y6 as 
follows:

d(t) =  a(AT(t) + c)2 + d (B.4)

where

ya  -  2y 3 
a =  18 ’

(B.5)

y $ - 9 a

C 6a ’
(B.6)

d =  -  ac2. (B.7)
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This paper explores the significance of policy-induced technological change for the design 
of carbon-abatement policies. We derive analytical expressions characterizing optimal C02 
abatement and carbon tax profiles under different specifications for the channels through 
which technological progress occurs. We consider both R & D-based and learning-by-doing- 
based knowledge accumulation, and we examine each specification under both a cost-effecti-
veness and a benefit-cost policy criterion.

We show analytically in a cost-effectiveness setting that the presence of induced technolog-
ical change (ITC) always implies a lower time profile of optimal carbon taxes. The same is 
true in a benefit-cost setting as long as damages are convex in the atmospheric C02 
concentration. The impact of ITC on the optimal abatement path varies. When knowledge is 
gained through R.&D investments, the presence of ITC justifies shifting some abatement 
from the present to the future. However, when knowledge is accumulated via learning-by-doing 
the impact on the timing of abatement is analytically ambiguous.

Illustrative numerical simulations indicate that the impact of ITC upon overall costs and 
optimal carbon taxes can be quite large in a cost-effectiveness setting but typically is much 
smaller under a benefit-cost policy criterion. The impact of ITC on the timing of abatement 
is very slight, but the effect (applicable in the benefit-cost case) on cumulative abatement 
over time can be large, especially when knowledge is generated through leaming-by doing.
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1. INTRODUCTION

Over the past decade considerable efforts have been directed toward evaluating 
alternative policies to reduce the atmospheric accumulation of greenhouse gases, 
particularly carbon dioxide (C 02). Initial assessments tended to disregard intercon-
nections between technological change and C 0 2-abatement policies, treating the 
rate of technological progress as autonomous—that is, unrelated to policy changes 
or associated changes in relative prices. Recently, however, several researchers 
have emphasized that C 0 2 policies and the rate of technological change are 
connected: to the extent that public policies affect the prices of carbon-based fuels, 
they affect incentives to invest in research and development (R & D ) aimed at

1 Address correspondence to: Lawrence H. Goulder, Department of Economics, Stanford University, 
Stanford, CA 94305. E-mail: goulder@leland.stanford.edu. We have benefitted from very helpful 
comments from Michael Dalton, Michael Grubb, Chad Jones, Alan Manne, Robert Mendelsohn, 
William Nordhaus, Richard Richels, Stephen Schneider, Sjak Smulders, David Wheeler, and an 
anonymous referee. Financial support from Department of Energy Grant DE-FG03-95ER62104 and 
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bringing alternative fuels on line earlier or at lower cost. Such policies may also 
prompt R & D  oriented toward the discovery of new production methods that 
require less of any kind of fuel. Moreover, climate policies can affect the growth of 
knowledge through impacts on learning by doing (LBD): to the extent that these 
policies affect producers’ experience with alternative energy fuels or energy-con-
serving processes, they can influence the rate of advancement of knowledge.

Thus, through impacts on patterns of both R & D  spending and learning by 
doing, climate policy can alter the path of knowledge acquisition. What does this 
connection imply for the design of C 0 2-abatement policy? In particular, how do 
the optimal timing and extent of carbon emissions abatement, as well as the 
optimal time path of carbon taxes, change when we recognize the possibility of 
induced technological change (ITC)?

Policymakers and researchers are divided on these questions. Wigley et a l [31] 
have argued that the prospect of technological change justifies relatively little 
current abatement of C 0 2 emissions: better to wait until scientific advances make 
such abatement less costly. In contrast, Ha-Duong et al. [8] have maintained that 
the potential for ITC justifies relatively more abatement in the near term, in light 
of the ability of current abatement activities to contribute to learning by doing. Yet 
another possibility is that ITC makes it optimal to increase abatement in all 
periods and thus achieve more ambitious overall targets for atmospheric C 0 2 
concentrations.

In addition to these disagreements on the optimal profile for abatement, there 
are differing viewpoints concerning the optimal carbon tax profile. One frequently 
heard claim is that induced technological change justifies a higher carbon tax 
trajectory than would be optimal in the absence of ITC. The argument is that in 
the presence of ITC, carbon taxes not only confer the usual environmental benefit 
by forcing agents to internalize the previously external costs from C 0 2 emissions, 
but also yield the benefit of faster innovation, particularly in the supply of 
alternative energy technologies.2 Another possibility, however, is that with techno-
logical progress, a lower carbon tax profile is all that is needed to achieve desired 
levels of abatement.

This paper aims to clarify the issues underlying these controversies. We derive 
analytical expressions characterizing the optimal paths of emissions abatement and 
carbon taxes under different specifications for the channels through which knowl-
edge is accumulated, considering both R&D-based  and leaming-by-doing-based 
knowledge accumulation. We examine each of these specifications under two 
different optimization criteria: the cost-effectiveness criterion of obtaining by a 
specified date and thereafter maintaining, at minimum cost, a given target for the 
atmospheric C 0 2 concentration; and the benefit-cost criterion under which we also 
choose the optimal concentration target, thus obtaining the path of carbon abate-
ment that maximizes the benefits from avoided climate damages net of abatement

2 Some have suggested that the innovation-related benefits from a carbon tax might be as large as the 
direct abatement costs associated with such a tax. If this were the case, then the overall cost (ignoring 
environmental benefits) of a carbon tax would be zero. Porter and van der Linde [25] advance a general 
argument consistent with this view, maintaining that environmental regulation often stimulates substan-
tial technological progress and leads to significant long-run cost savings that make the overall costs of 
regulation trivial or even negative.
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costs.3 To gain a sense of plausible magnitudes, we also perform illustrative 
numerical simulations.

Our analysis is in the spirit of two studies by Nordhaus [16, 17]—the first to 
obtain analytical expressions for the optimal carbon tax trajectory—as well as more 
recent work by Farzin and Tahvonnen [4], Farzin [3], Peck and Wan [23], Sinclair 
[28], and Ulph and Ulph [29]. Our paper also complements work by Nordhaus [18], 
Nordhaus and Yang [20], and Peck and Teisberg [21, 22], in which numerical 
methods are used to obtain the optimal carbon abatement and carbon tax profiles 
under different exogenous technological specifications.4 Another related paper is 
by Kolstad [12], who solves numerically for optimal emissions trajectories in the 
presence of endogenous learning. Kolstad’s paper differs from ours, however, in 
that it focuses on learning that reduces uncertainty about C 0 2-related damages, 
rather than on learning that improves abatement technologies and thus reduces 
abatement costs. Finally, our paper is closely related to the previously mentioned 
studies by Wigley et al. [31] and Ha-Duong et al [8], as well as to working papers by 
Grubb [7], Goulder and Schneider [6], and Nordhaus [19] that analyze the implica-
tions of induced technological change for optimal climate policy.

The present investigation differs from each of these other studies in three ways. 
First, it derives analytical results revealing the impact of ITC on optimal time 
profiles for carbon taxes and carbon abatement. Second, it considers, in a unified 
framework, two channels for knowledge accumulation ( R & D  and learning by 
doing) and two policy criteria (cost-effectiveness and benefit-cost). In the model, 
policymakers (or the social planner) choose optimal paths of carbon abatement and 
carbon taxes, taking into account the impact of these taxes on technological 
progress and future abatement costs. Finally, it employs both analytical and 
numerical methods in an integrated, complementary way.

The analytical model reveals (contrary to what some analysts have suggested) 
that the presence of ITC generally implies a lower time profile of optimal carbon 
taxes.5 The impact of ITC on the optimal abatement path varies. When knowledge 
is gained through R & D  investments, the presence of ITC justifies shifting some 
abatement from the present to the future. However, when knowledge reflects 
learning by doing, the impact on the timing of abatement is analytically ambiguous.

When the government employs the benefit-cost policy criterion, the presence of 
ITC justifies greater overall (cumulative) abatement than would be warranted in its 
absence. This does not imply, however, that abatement rises in every period: when 
knowledge accumulation results from R & D  expenditure, the presence of ITC 
implies a reduction of near-term abatement efforts, despite the overall increase in 
the scale of abatement over time.

Our numerical simulations reinforce the qualitative predictions of the analytical 
model. The quantitative impact on overall costs and optimal carbon taxes can be 
quite large in a cost-effectiveness setting but typically is much smaller under a 
benefit-cost policy criterion. The weak effect on the tax rate in the benefit-cost 
case reflects the relatively trivial impact of ITC on optimal C 0 2 concentrations,

3This is equivalent to minimizing the sum of abatement costs and C 0 2-related damages to the 
environment.

4The present paper also complements that of Manne and Richels [14], who employ a multiregion 
computable general equlibrium model to solve for Pareto-efficient paths of carbon abatement and taxes.

However, in a benefit-cost setting, the opposite could be true if damages were concave in the 
atmospheric C 0 2 concentration.
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associated marginal damages, and (hence) the optimal tax rate. As for the optimal 
abatement padi, the impact of ITC on the timing of abatement is very weak, but 
the effect on overall abatement (which applies in the benefit-cost case) can be 
large, especially when knowledge is accumulated via learning-by-doing.

The rest of the paper is organized as follows. Section 2 lays out the analytical 
model and applies it to the case in which the policy criterion is cost-effectiveness. 
Section 3 applies the model to the situation in which policymakers employ the 
broader benefit-cost criterion. Section 4 presents and interprets results from 
numerical simulations and includes a sensitivity analysis. The final section offers 
conclusions and indicates directions for future research.

2. OPTIMAL POLICY UNDER THE 
COST-EFFECTIVENESS CRITERION

In this section we consider optimal abatement when the policy criterion is 
cost-effectiveness (CE). We assume that producers are competitive and minimize 
costs. Let C(At, Ht) be the economy’s (aggregate) abatement-cost function, where 
A t is abatement at time t and Ht is the stock of knowledge—or alternatively, the 
level of technology—at time t. We assume CA(-) > 0, CAAC) > 0, CH(-) < 0 , and 

< 0* The last two properties imply that increased knowledge reduces, 
respectively, total and marginal costs of abatement. Later on, we consider the 
implications of alternative assumptions. We also allow for the possibility that costs 
may depend on the relative amount of abatement ( A t/ E t°) rather than the 
absolute level ( A t). In this case baseline emissions become an argument of the cost 
function. For expositional simplicity, however, we usually suppress E ,° from the 
cost function in the main text.

2.1. Technological Change via R & D

2.1.1. The Problem and Basic Characteristics o f the Solution

Within our cost-effectiveness analysis, we consider two modes of knowledge 
accumulation. The first specification assumes that to accumulate knowledge, the 
economy must devote resources to research and development. We refer to this as 
the CE_R specification (where “R” indicates that the channel for knowledge 
accumulation is R& D ). The planner’s problem is to choose the time-paths of 
abatement and R & D  investment that minimize the costs of achieving the concen-
tration target.6 Formally, the optimization problem is

min r ( C ( A t , Ht) + p ( I t) I t)e~rt dt
A n I. JQ

(i)

s.t. St = -  8St + £,° -  A t (2)

6Our analysis focuses on the social planner’s problem. We disregard the market failure associated 
with knowledge spillovers, that is, with the inability of firms to appropriate the full social returns on 
their investments in knowledge. Our model implicitly assumes that any market failures associated with 
this appropriability problem have already been addressed through public policies.
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Ht - a tHt + k V ( I n Ht) (3)

S0, H0 given

and St < S  V t > T  (4)

where A t is abatement, /, is investment in knowledge (i.e., R & D  expenditure), St 
is the CO2 concentration, Ht is the knowledge stock, /?(•) is the real price of 
investment resources, r is the interest rate, 8 is the natural rate of “removal” of 
atmospheric C 0 2, E ,° is baseline emissions, a t is the rate of autonomous techno-
logical progress, and k  is a parameter that, as discussed below, indicates whether 
induced technological progress is present as well.

Expression (1) indicates that the objective is to minimize the discounted sum of 
abatement costs and expenditure on R & D  into the infinite future. Expression (2) 
states that the change in the C 0 2 concentration is equal to the contribution from 
current emissions (£,° -  A t) net of natural removal (8St).7

Expression (3) describes the evolution of the knowledge stock (//,), that is, the 
process of technological change. In the case where k > 0, the planner will choose 
an optimal profile for investments in R & D consistent with meeting the concentra-
tion target at minimum cost. These R & D  investments (/,) serve to increase the 
stock of knowledge (H t) through the knowledge-accumulation function (^(O). This 
profile of investment can be interpreted as the additional R & D  investment that 
the optimal carbon tax would induce on the part of competitive firms. Thus, the 
k  > 0 case is the induced technological change, or “ITC” case. We also consider 
the situation where k  — 0 and there is no possibility of induced technological 
change because the connection between additional R & D  investments and the 
stock of knowledge is severed. We call this the no-ITC or “NITC” case. In much of 
this paper, we will compare optimal abatement and carbon tax paths between the 
ITC and NITC cases. In addition to induced technological change, we also allow 
for autonomous technological change at the rate a t: even if there were no climate 
policies in place, it seems reasonable to assume that some technological progress 
would still occur. There may be nonclimate reasons for such progress, such as a 
desire on the part of firms to economize on costly fuel inputs.

Expression (4) shows that the target C 0 2 concentration, 5, must be met by time 
T and maintained after that point in time. We assume /?(•) is nondecreasing in /,; 
that is, the average cost of R & D investment increases with the level of R & D. 
This captures in reduced form the idea that there is an increasing opportunity cost 
(to other sectors of the economy) of employing scientists and engineers to devise 
new abatement technologies.8 We also assume that the knowledge-accumulation 
function ^(*) has the following properties: ^ (-) > 0, %(-) > 0, and % r(') < 0.

The current-value Hamiltonian associated with the optimization problem for 
t < T  is9

^  = ~ ( C ( A t, H t) + /> (/,) /,)  -  rt( - 8 S ,  +E,° -  A t) + ^ t{a t + k V { I tHt))

7 For analytical convenience, we postulate a simple stock-flow relationship here. A more complicated 
equation of motion, such as the one introduced in the numerical simulations, would not alter the 
qualitative analytical results obtained here.

8This issue is discussed in greater detail by Goulder and Schneider [6].
9This Hamiltonian actually corresponds to the problem of maximizing the negative of costs.
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where -  it and /xt are the shadow values of St and Ht, respectively. For t > T, 
however, we must form the following Lagrangian:

^ t = ^ + r , , ( S - S , ) .

From the maximum principle, we obtain a set of first-order conditions, assuming an 
interior solution, as well as costate equations, state equations, and transversality 
conditions. Two key equations are

CA( •) = T, v5)

and

. = I ( r  + S ) t , for t < T
T' \ ( r  + 8) t , -  t], for t ^ T .  U

In this problem, -  r t is the shadow value of a small additional amount of C 0 2 at 
time t. This shadow value is negative, since C 0 2 is a “bad” from the policymaker’s 
perspective. Thus r t represents the (positive) shadow cost of C 0 2 or, equivalently, 
the benefit from an incremental amount of abatement (a small reduction in the 
CO2 concentration). In a decentralized competitive economy in which all other 
market failures have been corrected, the optimal carbon tax is r t, the shadow cost 
of C 0 2. By Eq. (5), this is equal to the marginal abatement cost at the optimal level 
of abatement. Equation (5) states that abatement should be pursued to the point at 
which marginal cost equals marginal benefit, while Eq. (6) states that the optimal 
carbon tax grows at the rate (r + 5) (at least for points in time up until T).10 11 The 
two equations together imply that in an optimal program, the discounted marginal 
costs of abatement must be equal at all points in time (up to T), where the 
appropriate discount rate is (r + 8).n In the Appendix we demonstrate that this 
corresponds to an optimal abatement profile that slopes upward over time (whether 
or not there is induced technological change) so long as baseline emissions are not 
declining “too rapidly.”

2.1.2. Implications of ITC

We now examine the effect of ITC on abatement costs and on the optimal 
carbon tax and abatement profiles. We do this by considering the significance of a 
change in the parameter k .  As mentioned above, the case of k  =  0 corresponds to 
a scenario with no induced technological change (the NITC scenario), while 
positive values of k  imply the presence of induced technological change (the ITC

10After T, matters are complicated by the rj, term in Eq. (6).
11 The appropriate discount rate is not simply r. Consider an arbitrary path of emissions leading to a 

given concentration Sr at the time T. Since C 0 2 is removed naturally, altering this path by increasing 
emissions slightly at time t and reducing emissions slightly at a later time t' leads to greater overall 
removal and thus leads to a C 0 2 concentration at time T  that is less than ST. Equivalently (as seen in 
the sensitivity analysis in Section 3), ST can be achieved with less cumulative emissions abatement if the 
path of abatement is oriented more toward the future. Hence there is a value to postponing abatement 
beyond that implied by interest rate, r; this additional value is captured in the appearance of 8 in the 
discount rate.



Climate Change 203

OPTIMAL C 0 2 ABATEMENT 7

scenario). Our analysis will focus on incremental increases in k  from the point 
k  = 0.12

If (as is assumed) CH(•) < 0, then additional knowledge is clearly valuable (i.e., 
the multiplier /x is positive). When k  =  0, all of the growth in knowledge is due to 
the autonomous term, and knowledge grows at the rate ar  In contrast, for strictly 
positive values of k , the planner will find it optimal for society to accumulate at 
least some additional knowledge, assuming an interior solution.13 This additional 
knowledge causes a decrease14 in optimized costs to a degree dictated by fit. Thus, 
as would be expected, the introduction of the ITC option lowers the costs of 
achieving the given concentration target.

Next we examine the impact of introducing ITC on the optimal time profiles of 
abatement and carbon taxes. Differentiating Eq. (5) with respect to k and rear-
ranging, we obtain

dA, dr,/dk - C AH(-) dH Jdk

dk CAA{') ' ( 1

For the moment, assume that the first term in the numerator is zero, i.e., that ITC 
has no impact on the shadow cost of C 0 2. Under this assumption, we are left only 
with what we shall refer to as the knowledge-growth effect: to the extent that 
knowledge has increased as a result of ITC (dHt/d k  > 0) and has thus reduced 
marginal abatement costs 0), abatement tends to rise.15

The knowledge-growth effect is represented in Fig. 1 by the upward pivot of the 
abatement profile from the initial path 1 to path 2. At time 0 path 2 coincides with 
the initial path because knowledge is initially fixed at H0: there can be no 
knowledge-growth effect at time 0.16 The distance between paths 1 and 2 grows 
over time, representing the fact that the knowledge-growth effect becomes larger 
over time. This follows from the fact that there is no depreciation of knowledge in 
our model: whatever additional knowledge was induced by ITC at time t remains 
at time t ' > t , and there might have been a further increment to knowledge at this 
later time.

Note that path 2 involves more abatement in every period than does the first 
path. Given that the same S constraint holds and that the initial path satisfied this 
constraint, path 2 clearly cannot be optimal. Path 2 was obtained under the 
assumption that the introduction of ITC had no impact on the shadow cost of C 0 2. 
In fact, however (as shown in the Appendix), under the maintained assumption that

12 The focus here on differential changes does not limit the generality of the analysis. Our analytical 
results are independent of the initial value of k. Given the smooth nature of our problem, results that 
hold for small changes in k  around any initial value will carry over qualitatively for large changes 
around the point 0. This is confirmed in the numerical simulations.

A comer solution arises if even the first increment of knowledge has marginal returns smaller than 
marginal costs. In this case, the social planner does not invest in additional knowledge; even here, 
though, we know that knowledge at least will not decrease from the baseline path.

Throughout, when we use the words “increase” and “decrease” we will mean nonstrict increases 
and decreases, thus including the possibility that the variable stays constant.

Note that the denominator of Eq. (7) is positive by assumption.
We are stating that dHQ/ d k  = 0. This simply expresses the notion that the initial value for Ht (i.e., 

H0) is not affected by different values for k. It remains true, however, that dHt/ d t  is positive at all 
points in time. Even at time 0, the time-derivative of Ht is positive as a result of autonomous knowledge 
growth and induced investment in knowledge.
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FIG. 1. Knowledge-growth and shadow-cost effects (drawn for CE_R model).

Ca h (‘) < 0, the shadow cost of C 0 2 at all points in time decreases in magnitude in 
the presence of ITC: drt/d k  < 0 W. The basic explanation for this shadow-cost 
effect is as follows. If we are armed with the potential to develop new technologies 
rapidly through ITC, the prospect of beingjgiven an additional amount of C 0 2 at 
time t and still being expected to meet the S constraint by time T is less worrisome 
than it would be if we had only autonomously advancing abatement technologies at 
our disposal.17 Note that since the optimal carbon tax is the shadow cost of C 0 2, it 
follows that the presence of ITC lowers carbon taxes.

This result contradicts the notion that the induced-innovation benefit from 
carbon taxes justifies a higher carbon tax rate. Figure 2 demonstrates our result 
heuristically by offering a static representation of this dynamic problem.18 Cost-ef-
fective abatement (depicted in the upper panel) is achieved by a carbon tax set 
equal to the marginal abatement cost (MC) at the desired level of abatement. 
Technological progress causes the MC curve to pivot down, thus implying a lower 
optimal tax: it now takes a lower tax to yield the same amount of abatement. Note 
that this result depends on the assumption that marginal abatement costs are 
lowered by technological progress; i.e., CAH < 0. It is possible to conceive of new

17 The decline in the shadow cost reflects the maximum potential of the ITC option over the entire 
time horizon; i.e., the fall in the shadow cost corresponds to optimal R & D, as is sensible in this model 
of an optimizing planner.

18 The figure is not meant to represent a single year in the program, but rather an independent 
one-period analogue to our abatement problem.
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technologies that involve higher marginal abatement costs but that are nonetheless 
attractive because of lower fixed (and overall) abatement costs; however, this seems 
to be an unusual case.

Now we return to our analysis of the impact of ITC on abatement. The 
shadow-cost effect, reflected in the first term of the numerator in Eq. (7), shows up 
in Fig. 1 as the downward shift from path 2 to path 3. The shift is not parallel: as 
shown in the Appendix, tax rates at later points in time fall by greater absolute

FIG. 2. Optimal climate policy in a static setting.



206 Climate Change

10 GOULDER AND MATHAI

amounts than do early taxes, in such a way as to preserve the carbon tax growth 
rate at 0  + 8). The downward shift is of a magnitude such that path 3 lies neither 
completely above nor completely below path_l: if it did, it would imply either 
overshooting or undershooting the constraint S , which is likely to be suboptimal.19 
Together, the knowledge-growth and shadow-cost effects imply a new optimal 
abatement path that is steeper than the initial one: abatement is postponed from 
the present into the future.20 Intuitively, ITC reduces the cost of future abatement 
relative to current abatement and thus makes postponing (some) current abate-
ment more attractive. Thus, in a cost-effectiveness setting with R&D-based 
technological change, our analysis supports the claim of Wigley et al. [31] that 
future technological developments justify a more gradual approach to abatement.

At any given time t, we cannot be sure whether abatement rises or falls—this 
depends on whether the knowledge-growth effect or the shadow-cost effect domi-
nates at that particular moment. But we can say something definite about abate-
ment at time 0. Because knowledge is initially fixed at / / 0, only the shadow-cost 
effect comes into play at time 0:

dA0 dr0/d k
------ = -------------- <  0 .
dk CAA(-) ( 8)

Thus, initial abatement weakly declines as a result of ITC.
These results depend on our assumption that CAH(-) < 0—that knowledge 

lowers marginal abatement costs. However, the possibility that CAH(-) > 0 cannot 
be ruled out. In this case (which we find somewhat implausible), ITC raises 
marginal costs, but presumably lowers total costs through greatly reduced sunk 
costs. Under these circumstances, the shadow-cost effect is positive and the 
presence of ITC raises the optimal carbon tax. The net effect of an increase in k 
on abatement at any arbitrary time t is (again) ambiguous, but initial abatement 
unambiguously rises.

2.1.3. Summary

Our results to this point are as follows. First, the solution to the cost-minimiza-
tion problem (for any value of k) involves carbon taxes that rise over time at the 
rate (r + 8) for t < T, and that grow more slowly, and perhaps even decline, 
afterward. Second, the optimal abatement profile is upward sloping for t < T, as 
long as baseline emissions are not too steeply declining. Finally, assuming that ITC 
reduces marginal (and total) abatement costs, opening the ITC option causes 
optimized costs to fall, makes the entire carbon tax path fall (and by an equal 
proportion at all f), and causes initial abatement to fall and later abatement to rise. 
Table I summarizes the results regarding the implications of ITC.

19 If baseline emissions were to rise sharply after T, then given the convexity of the abatement cost 
function, it might be optimal to more than meet the 5 requirement at time T  to reduce the amount of 
abatement required afterward. However, it is the case nevertheless that one curve cannot lie above or 
below another over the entire infinite horizon: perpetual over- or undershooting of the constraint 
cannot be optimal.

20 In characterizing the path as “steeper” we do not mean that the slope of the new path is 
everywhere greater than that of the old path. In fact, in the numerical simulations we will see that this is 
often not the case. We simply mean that, loosely speaking, less abatement is undertaken early on, and 
more later on.
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TABLE I
Summary of Analytical Results

Channel for 
technological 

change

Impacts of induced technological 
change on optimal solution

Policy criterion Tax path0 Abatement path

Cost-effectiveness R & D Falls by an equal 
proportion at all t

A 0 falls and later A  rises 
“steepening” of path

LBD Falls by an equal 
proportion at all t

Ambiguous effect on A 0 
and on slope of path

Benefit-cost R & D Falls A 0 falls; cumulative 
abatement rises; 
“steepening” of path

LBD Falls Ambiguous effect 
on A q; cumulative 
abatement increases

"Assuming damages are a convex function of the C 0 2 concentration.

2.2. Technological Change via Learning by Doing

2.2.1. The Problem and Basic Characteristics of the Solution

Here we analyze a variant of the model presented above; now abatement itself 
yields improvements in technology. This is the “CE_L” model, where the “L” 
refers to learning by doing. The optimization problem is now

min f C ( A n Ht)e rt dt
A t J0

s.t. St = - 8 S t + Et° -  A t

Ht = atHt + k V ( A t , H t)

S0, H 0 given

and St < S  Vr > T.

This problem is virtually the same as the CE_R model of the previous section, 
except for a change in the 'T(-) function: now induced knowledge growth is a 
function of the current level of abatement rather than R & D investment. Equiva-
lently, current knowledge depends on cumulative abatement, which is regarded as a 
measure of experience. The first-order condition for abatement is now given by

(9)

Equation (9) states that the marginal benefit of abatement (rp the value of the 
implied reduction in the C 0 2 concentration) should equal the gross marginal cost 
of abatement (CA(•)) adjusted for the cost-reduction associated with the learning by 
doing stemming from that abatement ( /jLtk ^ A(-)).
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As in the CE_R model, the optimal carbon tax here is equal to r r 21 Since the 
costate equation for rt is unchanged from before, we can refer to earlier results 
and conclude that the carbon tax grows at the rate (r + 8) for t < 7, and that it 
grows more slowly, and perhaps declines, thereafter.

Although the CE_R and CE_L models are similar as regards the carbon tax 
path, they differ with respect to the characteristics of the optimal abatement path. 
In particular, it is no longer unambiguously true that the abatement path is 
positively sloped for t < T , even in the case in which baseline emissions are 
growing over time. This is demonstrated in the Appendix; the basic reason is that 
the cost-reduction due to learning by doing does not necessarily grow with time.22

2.2.2. Implications of ITC

Now consider what happens to the optimal tax and abatement paths when we 
introduce ITC, i.e., increase k from the point k  = 0. As before, our assumption 
that CH(-) < 0 directly implies that the presence of ITC causes optimized costs to 
fall. Perhaps more substantively, under the assumption that < 0, we again
find that the presence of ITC causes the shadow cost of the C 0 2 concentration, 
and thus the optimal carbon tax, to decline (and increasingly so for higher t).

To analyze the impact of ITC on the abatement path, we differentiate Eq. (9) 
with respect to k. Evaluating this at k = 0 yields

dA, = d T , / d k  + n p A(-) -  CAH(-) dH ,/dk

dk ~ CAA{') ' 1 J

As in the CE_R model, we observe the negative shadow-cost effect (drt/d k ) and 
the positive knowledge-growth effect ( — CAH(•) dHt/dk). In our LBD specification, 
however, the presence of ITC has an additional, positive effect on abatement which 
we term the leaming-by-doing effect ( Thi s effect reflects the fact that in 
the leaming-by-doing specification, there is an additional marginal benefit (the 
learning) from abatement. Other things being equal, this further marginal benefit 
justifies additional abatement. Thus, under this specification the presence of ITC 
has three effects on abatement, one negative (the shadow-cost effect), and two 
positive (the knowledge-growth and learning-by-doing effects).23 The net effect is 
ambiguous. Even at time 0, when the knowledge-growth effect does not come into 
play, we are still left with the opposing shadow-cost and learning-by-doing effects:

dA0 = d r jd k  + n 0%(- )  

dk ~ CAA(-)

21 We have assumed no spillovers in the model (or at least none that have not been fully addressed by 
other government policies); the cost-reduction from learning by doing is fully appropriated by agents.

22 In an NITC scenario, the abatement path will unambiguously slope upward for t < T, given that 
baseline emissions do not decline too rapidly. See the Appendix for details.

23 Evaluating at an arbitrary nonzero initial value of k adds extra terms which are difficult to sign. 
Unlike in the R & D-specification, here we cannot be fully confident that our differential analysis 
around the point k  = 0 carries over to the case of large increases in k from 0. However, the numerical 
simulations below indicate that the qualitative results obtained here carry through even for large 
changes in k.
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Thus, in contract to the CE_R model, the presence of ITC no longer implies 
unambiguously that initial abatement will fall. If the leaming-by-doing effect is 
strong enough, initial abatement rises. (This in fact happens in most of the 
numerical simulations presented in Section 4.)24 These results offer partial support 
for Ha-Duong et aVs [8] claim that because of learning by doing, ITC justifies 
higher initial abatement. Higher initial abatement may be justified, but this is not 
always the case.

2.2.3. Summary

We can summarize our results for the CE-L case as follows. The optimal carbon 
tax grows at the rate (r + 8) for t < T, but will grow more slowly, and perhaps 
even decline, after that. The slope of the optimal abatement path is of ambiguous 
sign throughout (unless we are in an NITC scenario, in which case abatement 
unambiguously rises over time, at least for t < T, if baseline emissions do not 
decline too rapidly). The presence of ITC lowers optimized costs and makes the 
entire carbon tax path fall by an equal proportion at all t < T. The impact 
on initial abatement is analytically ambiguous. These effects of ITC are noted in

3. OPTIMAL POLICY UNDER THE BENEFIT -  COST CRITERION

We now analyze optimal tax and abatement profiles in a benefit-cost (BC) 
framework. No longer is there an exogenously given concentration target; rather 
the object is to minimize the sum of abatement costs, investment costs (in the 
R& D model), and dam ages from  C 0 2 over an infinite horizon.

3.1.1. The Problem and Basic Characteristics o f the Solution

In the R & D-based specification (hereafter referred to as the BC-R model), the 
problem is

where D(St) is the damage function, assumed to have the following properties: 
D'(-) > 0 and £>"(•) > 0. This is not completely uncontroversial. Although most 
would accept that damages are a convex function of climate change, it is also 
widely felt—see, e.g., Dickinson and Cicerone [1]—that climate change forcing is a

Table I.

3.1. Technological Change via R & D

min f  (C ( A „ H ,) + p( I , )I ,  + D (S , ) ) e - rldt

s.t. St = - 8 S t + £,° - A t

Ht = atHt + k V ( I n Ht) 

and Sq , H q given,

24 The leaming-by-doing effect can be quite large, as abatement, by increasing the stock of knowl
edge, lowers the cost of future abatement over the entire remaining time horizon.
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concave function of changes in the atmospheric C 0 2 concentration. Thus our £>(•) 
function—relating damages to concentrations—could be concave. The shape of 
the damage function is critical in predicting the impacts of ITC.

The current-value Hamiltonian associated with the optimization problem is

* ,=  - ( C ( A „ H , )  + p ( I l)I, + D (S t) ) - T , ( - S S ,  + E ? - A l)

From the maximum principle, assuming an interior solution, we obtain a set of 
necessary conditions, of which the most important to us are

G ( - )  =  T, (11)

and

T, = ( r + S ) T , - D ' C ) -  (12)

As before, -  r, is the negative shadow value of a small additional amount of C 0 2. 
Hence r, again represents the marginal benefit of abatement. Equation (11) thus 
states that abatement should be pursued up to the point at which marginal cost 
equals marginal benefit. Equation (12) can be integrated, using the relevant 
transversality condition as a boundary condition, to obtain

r, = r D ' i S J e - c + ^ - ^ d s .  (13)
Jt

Equation (13) states that the shadow cost of an increment to the C 0 2 concentra-
tion equals the discounted sum of marginal damages that this increment would 
inflict over all future time. Alternatively, the marginal benefit from incremental 
C 0 2 abatement equals the discounted sum of the avoided damages attributable to 
such abatement.

As in the CE_R model, the optimal carbon tax is equal to t , ,  and thus, by Eq. 
(11), to the marginal abatement cost at the optimum. Using Eq. (13), we demon-
strate in the Appendix that in the BC-R model, the optimal carbon tax may either 
rise or fall over time. This contrasts with the results from the cost-effectiveness 
models, in which the optimal carbon tax rose at the rate (r + 8 ) (at least for 
t < T). The reason for the ambiguity is that although there is a tendency for the 
BC-R shadow cost to grow at the rate (r + 5), there is also a tendency for it to 
decline over time because an extra amount of C 0 2 later on would inflict marginal 
damages over a shorter time horizon. The Appendix shows that given the convex 
damage function which we think reasonable, a sufficient condition ensuring that 
the tax path slopes upward is that the optimized path of C 0 2 also slopes upward.

Given rising taxes and a baseline emissions path that rises (or at least does not 
fall too rapidly), we can also demonstrate that optimal abatement rises; otherwise, 
the slope of the abatement path is ambiguous. (See the Appendix for details.)

3.1.2. Implications o f ITC

As before, the presence of ITC leads to lower optimized total costs (where these 
now include C orrelated damages as well as abatement and investment costs). Just
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as before (and as proven in the Appendix), if we assume that knowledge reduces 
the marginal costs of abatement, the shadow-cost of C 0 2 declines in the presence 
of ITC: drt/d k  < 0. The intuition is similar to what it was in both the CE_R and 
CE_L models. Technological progress makes marginal abatement cheaper. Thus, 
when R & D investments are capable of yielding advanced technologies (k > 0), 
the prospect of being given an additional amount of C 0 2 is less worrisome than it 
would be if we knew only more primitive abatement technologies would be 
available (k = 0). Since the optimal carbon tax is the shadow cost of C 0 2, the 
presence of ITC lowers carbon taxes (the shadow-cost effect).25 In this benefit-cost 
setting, we can also appeal to another piece of intuition. When ITC gives us the 
prospect of having more advanced technologies at our disposal, it makes sense that 
we would aim for more ambitious C 0 2 concentration targets. Given a convex 
damage function, this would imply that marginal damages would be lower in the 
ITC world, and thus, by Eq. (13), optimal carbon taxes would be lower as well.

The result that ITC lowers optimal carbon taxes is perhaps surprising. Earlier, in 
a cost-effectiveness setting, we dismissed the claim that the presence of ITC should 
increase optimal taxes by appealing to a simple static graph; this graph showed that 
with ITC, it took a lower tax to achieve the same required level of abatement. But 
one might still have expected that in the broader, benefit-cost setting, if technol- 
ogy progressed sufficiently, it would make sense to increase the amount of abate-
ment, and thus the optimal tax would increase.

The lower panel of Fig. 2 heuristically indicates that this notion is incorrect, at 
least under the assumption that the damage function is convex in the C 0 2 
concentration. The optimal amount of abatement and the optimal carbon tax are 
given by the intersection of the upward sloping MC curve and the downward 
sloping marginal abatement benefit (MB) curve.26 If the MC curve were to pivot 
downward as a result of technological progress, the optimal amount of abatement 
would increase, but the optimal carbon tax would fall because we move to a lower 
point on the marginal benefit (marginal damage) curve.

If the damage function were linear, implying a flat marginal damage schedule, 
then the MC pivot would increase the optimal amount of abatement while leaving 
the optimal carbon tax unchanged. On the other hand, if damages were concave in 
the C 0 2 concentration, then the MB curve would be upward sloping, and it is 
possible to envision a scenario in which a technology-driven fall in the MC 
schedule could actually increase the optimal carbon tax.27

Next we examine the implications of increasing k. Using the same approach as 
in the CE_R model, we obtain

dAt _  drt/d k  -  CAH(-) dH Jdk
(14)

25 Unlike in the cost-effectiveness models, however, it is not necessarily true that taxes later on fall by 
greater amounts than do early taxes. See the Appendix.

26 This MB curve conveys the same information as the schedule of marginal damages from additions 
to the stock of COz.

27See Repetto [26] for a discussion of nonconvex damages. Also note that, as before, if technological 
progress .were to raise the MC schedule, then even with convex damages, the optimal carbon tax would 
rise (and the optimal scale of abatement would fall). This is confirmed in the Appendix.
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Once again, the impact of ITC on abatement at time t is ambiguous because the 
shadow-cost effect and the knowledge-growth effect oppose one another. At time 
0, however, the stock of knowledge is fixed at H0, and thus only the shadow-cost 
effect comes into play:

dAn d T a / d k  

— -  =  — —  <  0 . 
d k  CAA(-) - (15)

Thus initial abatement declines as a result of ITC (although this result is reversed 
if CAH(-) < 0).

In the cost-effectiveness analyses, where we had a fixed terminal constraint, 5, 
we knew that over the entire time horizon, cumulative abatement would be 
approximately the same under both ITC and NITC scenarios.28 This implied that 
the shadow-cost and knowledge-growth effects would approximately balance one 
another out over the entire horizon; in terms of Fig. 1, the area under path 1 would 
roughly approximate the area under path 3.

In the benefit-cost framework, however, this is not the case. As demonstrated in 
the Appendix, the overall scale of abatement over the entire infinite horizon 
increases; that is to say, the knowledge-growth effect dominates the shadow-cost 
effect on average. Since C 0 2 inflicts environmental damages, it seems reasonable 
that in the presence of ITC, which makes emissions abatement cheaper, the 
optimal balance of benefits and costs of emissions abatement would be struck at a 
higher level of abatement (on average) than would be optimal in the NITC 
scenario. This result is perhaps not very surprising.29 Perhaps a more unexpected 
result is that initial abatement still falls, no matter how “large” or powerful the 
ITC option. Equation (14) indicates that this occurs because there is no separate 
analytical term representing an upward shift of abatement at all points in time. 
Rather, the increased scale of abatement is reflected completely in the steepening 
of the abatement path resulting from the interaction between the knowledge-growth 
and shadow-cost effects.

3.1.3. Summary

We have obtained the following main results for the BC-R case. First, the 
optimal carbon tax may either rise or fall over time, but if concentrations of C 0 2 
are increasing through time, then (given a convex damage function) the optimal 
carbon tax rises as well. Optimal abatement may either rise or fall over time, but, 
as long as baseline emissions are not falling too rapidly over time, it will rise if the 
carbon tax is rising. Second, as summarized in Table I, introducing the ITC option 
lowers optimized net costs and causes the entire carbon tax path to fall. Initial

28 We say “approximately” because natural removal implies that two abatement paths leading to S 
need not involve exactly the same cumulative abatement. In fact, as will be seen in the sensitivity 
analysis in Section 4, paths which concentrate relatively more abatement in the future need less 
cumulative abatement to reach the same S constraint because they take better advantage of natural 
removal than do more heavily “front-loaded” abatement paths.

29 What may be surprising, however, is that the result depends on the convexity of the damage 
function. With concave damages and a marginal damage schedule steeper than marginal cost (unlikely, 
given that we have a stock pollutant), a downward pivot in the marginal cost schedule could lead to less 
abatement.
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abatement also falls, but cumulative abatement over the entire horizon rises; hence 
ITC implies a “steeper” abatement path.

3.2. Technological Change via Learning by Doing

Finally, we examine an LBD specification in a benefit-cost framework (the 
BC_L model).

3.2.1. The Problem and Basic Characteristics o f the Solution 

The optimization problem is now

min / (C ( A n Ht) + D (S t))e~rtdt
A ,  J Q

s.t. St = - 8 S t + E ,° - A t

Ht = atHt + M ( A n Ht) 

and Sq , H q given.

Thus, C 0 2-related damages are part of the minimand, and abatement effort 
contributes to the change in the knowledge stock. The optimality conditions are the 
same as in the BC_R model, with one major change: the first-order condition for 
abatement is now

4(0 = T„ (16)

which is just as it was in the CE-L model (Eq. (9)).
As in the BC-R model, the slope of the carbon tax path is ambiguous (though it 

will be positive if the optimized C 0 2 concentration rises over time, given convex 
damages). Thus the slope of the abatement path is ambiguous as well.

3.2.2. Implications o f ITC

As always, the presence of ITC lowers overall optimized costs as well as the 
profile of optimal carbon taxes (assuming CH0)  < 0 and CAH(-) < 0). The impact 
of ITC on abatement is given by30

dAt d r jd k  + p t% (  ) -  CAH(-) dHt/d k  

dk CAA{')

As in the CE_L model, ITC has three effects on abatement: the negative 
shadow-cost effect (drt/dk), the positive learning-by-doing effect ( ( • ) ) ,  and 
the positive knowledge-growth effect ( - CAH(-)dHt/ d k ). The net effect on abate-
ment at an arbitrary point in time t (including f = 0) is clearly ambiguous. At

30As in the CE_L analysis, we restrict our attention to the neighborhood around k  = 0.
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t = 0, in particular, the knowledge-growth effect drops out, leaving the negative 
shadow-cost and positive learning-by-doing effects

_ dr0/d k  + 
dk "  CAA(-)

and we cannot even claim that initial abatement declines unambiguously.
Although the components of the analysis here are the same as in the correspond-

ing cost-effectiveness case, their overall impact is different. In the CE_L model, 
since the overall scale of abatement was approximately the same in both ITC and 
NITC scenarios, all three effects roughly balanced out over the entire horizon. In 
contrast, in this benefit-cost case, cumulative abatement increases.31 Thus, on 
average the learning-by-doing and knowledge-growth effects dominate the 
shadow-cost effect.

3.2.3. Summary

The key results are as follows. The slope of the optimal carbon tax path is 
ambiguous. However, if the optimized C 0 2 concentration rises (given a convex 
damage function), the tax rises as well. These results are similar to those in the 
CE_L model. Moreover, the slope of the optimal abatement path is of ambiguous 
sign throughout (unless we are in an NITC world with rising taxes and baseline 
emissions that are not declining too rapidly). As noted in Table I, although 
introducing the ITC option makes overall costs and the entire carbon tax path fall, 
it could lead to an increase in initial abatement. Furthermore, cumulative abate-
ment over the entire time horizon increases.

4. NUMERICAL SIMULATIONS

Here we perform numerical simulations to gauge the quantitative significance of 
our results. We postulate functional forms and parameter values and solve for 
optimal paths. We then conduct sensitivity analysis to assess the robustness of our 
results. The numerical simulations reinforce our analytical findings and also point 
up several striking empirical regularities, as discussed below. We begin this section 
by describing the choice of functional forms and the methods used to calibrate the 
various parameters of the model. We then present and discuss the numerical 
results.

4.1. Functional Forms and Parameter Values

The numerical model is solved at 10-year intervals, with the year 2000 as the 
initial year. Although the planner’s time horizon is infinite, we actually simulate 
over 41 periods (400 years) and impose steady-state conditions in the last simulated

31 See the Appendix for details.



Climate Change 215

OPTIMAL C 0 2 ABATEMENT 19

period. This enables us to project forward the values of this last period and thereby 
determine benefits and ccbts into the infinite future.32

The C 0 2 concentration in 2000 is taken to be 360 parts per million by volume 
(ppmv), following the projections of the Intergovernmental Panel on Climate 
Change (IPCC) [9]. Baseline emissions for the period 2000 to 2100 roughly follow 
the IPCC’s IS92(a) central scenario. After that time, we adopt a hump-shaped 
profile that peaks at 26 gigatons of carbon (GtC) in 2125 and flattens out to 18 GtC 
by 2200.33

In the analytical section, we assumed for expositional clarity that C 0 2 in the 
atmosphere is naturally “removed” at a constant exponential rate. In the numerical 
simulations, we adopt Nordhau-* r18] slightly more complex and realistic model, 
which applies short-term and long-term removal rates to the flow and “stock” of 
emissions, respectively.34

S, = p { E ? - A , ) - 8 { S t - P l L )  

where /3 = 0.64

and 8 = 0.008.

Thus, only 64% of current emissions actually contribute to the augmentation of 
atmospheric C 0 2, and the portion of the current C 0 2 concentration in excess of 
the preindustrial level (PIL = 278 ppmv) is removed naturally at a rate of 0.8% per 
annum.

For our benefit-cost simulations, we need to specify a C 0 2 damage function. 
We assume this function to be quadratic and, following Nordhaus [18], who 
reviewed damage estimates from a number of studies, calibrate the remaining scale 
parameter so that a doubling of the atmospheric C 0 2 concentration implies a loss 
of 1.33% of world output each year. Thus we have

D(St) = Md S?> 

where MD = 0.0012

and aD — 2.

32 Specifically, we impose the requirement that the C 0 2 concentration remain constant after the last 
period. For this to occur, abatement must also remain constant (given that baseline emissions are 
constant at that point in time). In the R & D simulations, we also impose the steady-state constraint that 
investment go to zero. Even when these constraints are imposed, our model does not yield a steady state 
with constant abatement costs because the stock of knowledge continues to grow; this continued growth 
is due both to autonomous technological change and (in the LBD simulations) to the increments to 
knowledge stemming from continued experience with abatement. In solving the numerical model, we 
assume that abatement costs beyond the last simulation period are constant, even though the analytical 
structure of the model implies that abatement costs would fall as knowledge continued to accumulate. 
Thus our approach overestimates the true future costs. We have verified that this inconsistency has no 
numerical significance by comparing numerical results under this approach with those from simulations 
that assume costs after year 2400 are zero and thus underestimate future costs. These two alternative 
specifications bound the truth about future costs. The numerical results under these two very different 
approaches are indistinguishable: discounting over a 400-year horizon makes the terminal conditions 
unimportant in practice.

33This profile is patterned after a scenario used by Manne and Richels [15].
Some scholars endorse more sophisticated formulations, such as the five-box model of Maier- 

Reimer and Hasselmann [13].
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The functional form assumed for the abatement-cost function is

C { A „ H t) = Mr
( E ? - A , )

\ a C 2

1

This form has the properties assumed in the analytical model, including the feature 
that knowledge lowers marginal abatement costs (CAH(-) < 0). It also has the 
property that marginal costs tend to infinity as abatement approaches 100% of 
baseline emissions.35 We choose the parameters Mc , acv  and aC2 to meet the 
requirements that (1) a 25% emissions reduction in 2020 should cost between 0.5 
and 4% of global GDP36 and (2) the present value (at a 5% discount rate) of global 
abatement costs for reaching St = 550 ppmv by 2200 (in an NITC world) should be 
roughly $600 billion (Manne and Richels [15]). The parameter values that best 
meet these requirements are Mc = 83, acl = 3, and aC2 = 2, but calibration of 
the cost function remains an area of considerable uncertainty, and sensitivity 
analyses in this respect are particularly important.

Following estimates common in the literature,37 we take the rate of autonomous 
technological progress to be 0.5% per annum: at = 0.005. The knowledge accumu-
lation function exhibits the properties discussed in the analytical section and is 
given, in the R & D simulations, by

* ( / n Ht) = M y I ? H +  

where My  = 0.0022 

y = 0.5 

and = 0.5.

/ / 0, the initial knowledge stock, is normalized to unity. In the learning-by-doing 
simulations, the knowledge accumulation function is the same, with A t replacing 
Ir The function we use is fairly standard in the endogenous growth literature.38 y 
is chosen to be 0.5 to indicate diminishing returns to R & D investment,39 while <£, 
which dictates the intertemporal knowledge spillover, is set to 0.5, a central value 
of the range typically seen in the literature. As <£ is positive, it indicates that 
knowledge accumulation today makes future accumulation easier. This is the 
“standing on shoulders” case which has been used, for example, by Nordhaus [19]. 
It contrasts with the case where <p < 0, which implies a limited pool of ideas which 
are slowly “fished out”—current knowledge accumulation makes future accumula-
tion more difficult. My  is calibrated so that the cost-savings from ITC are 
approximately 30% in the CE-R model. This is consistent with Manne and Richels

35There is no backstop technology in the model.
36These calculations are based on results of a literature review in EPRI [2] and are extrapolated to 

the global economy.
3 See Manne and Richels [14, 15].
38See, for example, Romer [27], Jones [10], or Jones and Williams [11]. We are grateful to William 

Nordhaus and Chad Jones for recommending this function and alerting us to its usefulness.
39Jones and Williams [11] dub this the “stepping on toes effect,” for “an increase in R & D  effort 

induces duplication that reduces the average productivity of R & D.”
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[14], who compare the costs of carbon abatement under different assumptions 
about technological progress.40 

We assume that the price of investment funds is

P t t W r

Thus the average cost of R & D  investment increases with scale; as mentioned 
earlier, this captures the idea that drawing scientists away from R & D in other 
sectors involves increasing costs. Following Manne and Richels [15], we take the 
discount rate to be 5%.41 Finally, we model the NITC cases by setting k  = 0 and 
the ITC cases by setting k  = 1.

4.2. Central Cases

4.2.1. CE-R Simulation

In the cost-effectiveness cases (CE_R and CE_L), the concentration target (5) 
is 550 ppmv, which must be reached by 2200. This scenario has received consider-
able attention in policy discussions. We first consider results for the CE_R case, 
both with and without ITC. The upper-left panels of Figs. 3 and 4 depict, 
respectively, the optimal abatement and carbon tax paths in this case.

Abatement. As predicted by the analytical model, the optimal abatement paths 
slope upwards for most of the horizon until 2200, the year in which the constraint 
is first imposed42 Figure 3 shows that the presence of ITC leads to a slightly 
“steeper” abatement profile, with less abatement during the first 125 years and 
more abatement after that. However, the effect of ITC on abatement is almost 
imperceptible. The minuteness of this “abatement-timing effect” is noteworthy, 
particularly in light of the fact that ITC lowers the discounted average costs of 
abatement by 30%. The sensitivity analysis below will show that the weakness of 
ITC’s abatement-timing effect is robust to different parameter specifications.

Carbon Tax. The upper-left panel of Fig. 4 shows that the optimal carbon tax 
starts at a few dollars per ton and grows exponentially. Although not evident from 
the figure alone, the tax grows at the rate (r 4- 8), just as predicted by the 
analytical model. While ITC’s impact on abatement was extremely small, its effect

40 In the work by Manne and Richels [14, p. 64], GDP costs of abatement policy are approximately 
90% lower in an optimistic technology scenario than in the central-case technology scenario. This 
difference in GDP costs does not account for the costs of developing the improved technologies that 
distinguish the optimistic scenario from the central-case scenario. We assume that R & D  investments 
have a social rate of return of 50% (as in Nordhaus [19]) and then calculate the net cost savings from 
technological progress to be roughly 30%. (The R & D  costs that generate 0.90 of abatement-cost 
savings amount to (1/1.5)0.90. Thus, the net cost savings from technological progress is given by 
0.90 -  (1/1.5)0.90 = 0.30). We assume that this figure is relevant to the induced technological change 
which we study in our paper, and we then choose M y  to generate this level of savings.

41 The discount rate represents, in this context, the marginal product of capital, rather than the pure 
rate of time preference.

42A slight decline begins around 2170, as baseline emissions are declining rapidly at this point; this is 
fully consonant with the analytical model. In both the ITC and NITC cases, the level of abatement 
drops discontinously in the year 2200 and stays constant thereafter, maintaining the C 0 2 concentration 
at the level S. The constraint on the year-2200 concentration forces this discontinuity.
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on the optimal tax is pronounced. The presence of ITC lowers the optimal carbon 
tax path at all points in time up to 2200 by about 35%, roughly in line with the 30% 
cost savings mentioned earlier.

4.2.2. CE-L Simulation

The upper-right panels of Figs. 3 and 4 depict the abatement and tax paths for 
the CE_L case. The results here are broadly similar to those in the CE-R  case just 
discussed. Again the optimal abatement paths slope upward,43 the optimal carbon 
tax rises at the rate (r + 5), and the presence of ITC causes a slight steepening of 
the abatement path and a sizable downward shift in the tax path. Here ITC implies 
a reduction in total costs of about 39% and a comparable (41%) lowering of the 
optimal carbon tax path.

Some differences between the CE_R and CE_L cases deserve mention. First, 
under learning by doing, the presence of ITC has an even smaller effect on optimal 
abatement timing than it does under R & D. This makes sense because the basic 
tendency toward postponing some abatement from the present to the future is 
offset in the CE-L case by the learning-by-doing effect, which prompts more 
abatement now in order to accumulate experience-based knowledge. (In fact, this 
learning-by-doing effect is large enough to cause initial abatement to rise in the 
CE-L simulation). A second difference is that ITC has a larger impact on taxes 
and costs in the CE_L case than it does in the CE_R case. This reflects the fact 
that under LBD-based ITC, technological progress comes about as a “free” 
by-product of abatement, rather than as a result of costly expenditures on R & D.

4.2.3. BC-R Simulation

We now turn to the benefit-cost cases. The lower-left panels of Figs. 3 and 4 
depict the optimal abatement and tax paths in the BC_R model.

Abatement. The analytical model indicated that as long as taxes were rising and 
baseline emissions not declining “too rapidly,” the abatement path would rise. In 
our simulations, abatement rises over the interval 2000-2150 and falls after that, 
largely matching the pattern of baseline emissions. As shown in Fig. 3, in the 
presence or absence of ITC, there is much less abatement here than in the CE 
cases (note the different scales used on the vertical axes). Correspondingly, the 
CO2 concentration in 2200 that results from the optimal abatement path is above 
800 ppmv, considerably higher than the 550 ppmv imposed in the CE simulations. 
These differences imply that the 550 ppmv target in the cost-effective analysis—a 
target given much attention in policy discussion—is too stringent from an effi-
ciency point of view (given the parameters used here for the cost and damage 
functions). The presence of ITC implies a slight increase in the overall scale of 
abatement and steepening of the abatement path. Nonetheless, initial abatement 
falls (though only slightly). These outcomes all square with the predictions of the 
analytical model.

Carbon Tax. The lower left-panel of Fig. 4 shows that the optimal carbon tax 
profile is roughly linear in this simulation. This contrasts with the exponential 
shape in the CE simulations and conforms to the analysis of Section 3. Recall that

43 Recall that the analytical model was unable to guarantee this result for the ITC scenario.



Climate Change 221

OPTIMAL C 0 2 ABATEMENT 25

the shadow cost of the C 0 2 concentration (i.e., the carbon tax) is given by the sum 
of marginal damages that a small additional amount of C 0 2 would cause into the 
infinite future, discounted at the rate (r + 8). Although the shadow cost tends to 
rise at the rate (r + 6), this is offset by the fact that as time goes on, less time 
remains over which the incremental amount of C 0 2 can inflict marginal damages. 
The combination of these two effects produces a linear carbon tax profile.

Again in striking contrast to the CE simulations, the impact of ITC on the 
optimal carbon tax path is virtually imperceptible in the BC_R central case. There 
are two reasons for the difference. First, as suggested by Fig. 2, the adjustment due 
to ITC is in both the quantity (that is, abatement) and price (tax) dimensions; in 
the CE cases, in contrast, adjustment can only occur in the price dimension 
because of the constraint on the terminal C 0 2 concentration. In our central case, 
the marginal damage curve is very flat over the relevant range. As a result, nearly 
all of the adjustment to ITC in the BC cases comes via changes in the level of 
abatement.44

The second reason is more subtle and relates to the fact that the S constraint 
imposed in the cost-effectiveness scenarios is too stringent, as indicated by the fact 
that S is significantly lower than the optimal concentration for the year 2200 that 
emerges from the benefit-cost simulation. Consequently, levels of abatement are 
generally much higher in the cost-effectiveness cases, which implies that the 
potential gains from improved technology are also higher. Thus in the cost-effecti-
veness cases, it pays to accumulate more knowledge than it does in the benefit-cost 
settings. This implies that the downward pivot of the MC curve and associated 
impact on the carbon tax are larger in these cases.

Finally, the presence of ITC has an extremely small (2%) impact on average 
costs of abatement in the benefit-cost cases; as before, this contrasts with the 
result in the cost-effectiveness cases. Given that ITC in the benefit-cost cases has 
a small impact on the carbon tax, and in fact on the entire marginal abatement cost 
schedule, it should not be surprising that it has a correspondingly small impact on 
average costs. Similarly, the ITC-induced percentage increase in the net benefits of 
climate policy is very small.45

In a working paper circulated contemporaneously with early drafts of this paper, 
Nordhaus [19] independently obtained the result that, in a benefit-cost context, the 
presence of ITC has an imperceptible impact on the optimal carbon tax and on the 
net benefits from carbon abatement policy. Our BC results conform to Nordhaus’, 
although, as discussed below, we obtain different results under alternative parame- 
terizations.46

44 In the central case, when the MC curve is relatively steep, the effect on abatement is not very large 
either.

45 In other words, the net benefits of optimal abatement relative to a baseline of no abatement 
whatsoever, are scarcely bigger in an ITC scenario than they are in an NITC scenario.

46 Nordhaus obtains his result in a dynamic optimization model in which technological change is 
driven by R & D expenditure. Some differences between the Nordhaus study and the present study are 
worth noting. His analysis explicitly models a production function, while ours represents production (or 
ease of substitution) in reduced form through the abatement-cost function. This enables us to obtain 
analytical results where Nordhaus relies solely on numerical simulations. Another difference is that the 
Nordhaus study considers only the BC_R case. In contrast, the present study considers both the 
benefit-cost and cost-effectiveness cases, and considers learning-by-doing- as well as R&D-based 
technological change. The present paper’s attention to alternative policy specifications and knowledge- 
generation channels, along with the broad sensitivity analysis below, enable it to map out more broadly 
the conditions under which ITC has (or does not have) a significant impact on economic outcomes.
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4.2.4. BC-L Simulation

Finally, we consider the BC-L case. The results for this case are displayed in the 
lower-right panels of Figs. 3 and 4. The effect of ITC on abatement (Fig. 3) is 
similar to the effect in the BC-R case, although the impact is somewhat more 
pronounced.47 Initial abatement rises, indicating that the learning-by-doing effect 
outweighs the shadow-cost effect. Once again, the presence of ITC has a virtually 
imperceptible impact on the optimal carbon tax path, average costs per unit of 
abatement, and net benefits. The explanation is the same as that given in the 
BC-R case.

4.3. Sensitivity Analysis

Here we examine the sensitivity of the numerical results to changes in key 
parameters. For each of the four models, we examine six sets of variants of the 
central case. Table II presents summary statistics describing, in each variant, the 
percentage impact that ITC has on the abatement profile, the cumulative amount 
of abatement over the period 2000-2200, the terminal C 0 2 concentration, the tax 
profile, and overall costs per unit of abatement. We report the impacts on 
abatement and taxes in the years 2000, 2050, and 2200 (or 2190).48 For the 
benefit-cost cases, we also report the percentage impact of ITC on the net benefits 
of optimal climate policy relative to a zero-abatement baseline.

A higher discount rate (case 2a) reduces the importance of future benefits or 
costs relative to current ones. Since the costs of ITC are borne today, whereas the 
benefits are spread more uniformly through time, a higher discount rate tends to 
reduce the net benefits from ITC. This means that there will be less knowledge 
accumulation, which implies that the abatement-timing effect (the pivoting of the 
abatement path) is smaller. The reduced attractiveness of ITC implies, in the 
benefit-cost cases, that there will be a smaller impact on the overall scale of 
abatement as well. The opposite results hold under a lower discount rate (case 2b).

The next variant involves changes either in the constraint on year-2000 concen-
trations (in the cost-effectiveness cases) or in the parameters of the damage 
function (in the benefit-cost cases). In a cost-effectiveness setting, a tighter 
concentration constraint (case 3a) enforces greater overall abatement and there-
fore entails higher marginal costs of abatement. This confers higher value to ITC 
in terms of greater cost savings. The reverse applies when the constraint is more 
lax (case 3b).49 In the benefit-cost simulations, case 3a imposes higher curvature 
on the damage function.50 Thus the marginal damage function is steeper in the 
relevant range. As a result, ITC has a larger impact on the optimal carbon tax and 
there is less impact on quantity (abatement). Case 3b imposes a linear damage

47As when we compared the CE_R and CE_L models, this difference is due to the fact that ITC is 
“free” under an LBD specification but costly under R & D.

48 In the cost-effectiveness simulations, we report these results for the year 2190; the year-2200 
statistic is uninformative as both abatement and taxes in this first year of the constraint are identical 
across ITC and NITC runs.

49 In Case 3b, the value 836.39 is chosen to match the optimized value of the year-2200 C 0 2 
concentration in the NITC scenario of the BC_R simulation.

50 The multiplicative parameter in the damage function is recalibrated so that the cumulative amount 
of abatement in the NITC run remains constant.
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function, so that the marginal damage schedule is perfectly flat. In this case, there 
is no impact on the optimal carbon tax profile. All of the adjustment occurs in 
quantity (abatement). Even in this case, however, the effect on the abatement 
levels is quite small because the marginal cost curve is quite steep. Finally, in case 
3c (applicable only in the BC simulations), we introduce a concave damage 
function, so that the marginal damage curve is upward sloping in abatement (but 
still flatter than the MC curve). As expected, taxes rise in this case.

In cases 4a, 4b, and 4c we alter the curvature of the cost function such that the 
marginal cost curve is, respectively, more convex than in the central case, strictly 
linear (less convex), and concave (much less convex). For the CE models, Mc in 
cases 4a, 4b, and 4c is calibrated such that the optimal tax path in the NITC world 
coincides with what it was in the central case.51 For the BC models, Mc is 
calibrated such that the total amount of NITC abatement over the period 2000-2200 
stays constant. Changes in the curvature of the cost function are most important to 
the results of the BC simulations. In case 4a, the marginal cost function is convex 
and steep in the relevant range. As a result, the downward-pivot of this function 
caused by ITC does not greatly alter the optimal levels of abatement. In contrast, 
when the marginal cost function is linear or concave (cases 4b and 4c) and much 
flatter in the relevant range, ITC has pronounced effects on optimal abatement. 
Indeed, in the concave case, ITC implies a 26% increase in cumulative abatement 
in the BC-R model and a 93% increase in the BC-L model! These larger impacts 
on abatement are associated with significant effects on average costs (costs per unit 
of abatement) and on the net benefits from optimal abatement. Thus, even if ITC’s 
impact on the tax profile is small (a result attributable to the flatness of the 
marginal damage schedule), it may have a significant impact on abatement levels, 
abatement costs, and net benefits if the marginal cost function is concave and flat 
in the relevant range. Further research regarding the shape of the abatement cost 
schedule would seem necessary before one could confidently accept the Nordhaus 
[19] conclusion that ITC has only negligible effects.

In variants 5a and 5b we change the ease of accumulating knowledge when ITC 
is present by altering the multiplicative parameter My in the 'P(-) function. As 
expected, when the ITC option is made more powerful (case 5a), the effects of ITC 
are magnified. The reverse occurs when the ITC option is made weaker (case 5b).

Next, in variants 6a and 6b we consider alternative values for <£, which governs 
the intertemporal knowledge spillover. The central value is 0.5, indicating some 
degree of “standing on shoulders.” Case 6a involves a value of 0.75 (a stronger 
positive intertemporal spillover); as expected, the effects of ITC are magnified, 
though only by a small amount. In case 6b, we set <f> to -0 .5  (which represents 
“fishing out”); here, the opposite holds, and the effects of ITC are (slightly) 
diminished.

Finally, in variants 7a and 7b we consider alternative rates of autonomous 
technological progress. The effects of ITC are muted, the higher the rate of 
autonomous technological change. This is highly sensible, given the idea of dimin-
ishing returns to R & D investments or LBD efforts.

51 Thus we are assuring, for comparability across the cases, that the MC curve always intersects the 
vertical constraint (in the upper panel of Fig. 2) at the same point.
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5. CONCLUSIONS

This paper has employed analytical and numerical models to examine the 
implications of induced technological change for the optimal design of C 0 2-abate- 
ment policy. We obtain optimal time profiles for carbon taxes and C 0 2 abatement 
under two channels for knowledge accumulation—R&D-based and LBD-based 
technological progress—and under both a cost-effectiveness and a benefit-cost 
policy criterion.

The analytical model reveals, in contrast with some recent claims, that the 
presence of ITC generally lowers the time profile of optimal carbon taxes. The 
impact of ITC on the optimal abatement path varies: when knowledge is gained 
through R & D  investments, some abatement is shifted from the present to the 
future, but if the channel for knowledge-growth is learning by doing, the impact on 
the timing of abatement is analytically ambiguous.

When the government employs the benefit-cost policy criterion, the presence of 
ITC justifies greater overall (cumulative) abatement than would be warranted in its 
absence. However, ITC does not always promote greater abatement in all periods. 
When knowledge accumulation results from R & D  expenditure, the presence of 
ITC implies a reduction in near-term abatement, despite the increase in overall 
abatement.

The numerical simulations reinforce the qualitative predictions of the analytical 
model. The quantitative impacts depend critically on whether the government is 
adopting the cost-effectiveness criterion or the benefit-cost criterion. ITC’s effect 
on overall costs and optimal carbon taxes can be quite large in a cost-effectiveness 
setting: thus, policy-evaluation models that neglect ITC can seriously overstate 
both the costs of reaching stipulated concentration targets and the carbon taxes 
needed to elicit the desired abatement. On the other hand, the impact on costs and 
taxes is typically much smaller under a benefit-cost policy criterion. The weak 
effect on the tax rate in the benefit-cost case reflects the relatively trivial impact 
of ITC on C 0 2 concentrations, associated marginal damages, and (hence) the 
optimal tax rate. As for the optimal abatement path, the impact of ITC on the 
timing of abatement is very weak, but the effect (present in the benefit-cost case) 
on total abatement over time can be large, especially when knowledge is accumu-
lated via learning by doing.

Our work abstracts from some important issues. One is uncertainty. We have 
assumed both that knowledge accumulation is a deterministic process and that the 
cost of damage functions are perfectly known. In doing so, we have avoided 
difficult issues of abatement timing relating to irreversibilities and the associated 
need to trade off the “sunk costs and sunk benefits,’ of abatement policy.52

In addition, in this model the sole policy instrument available to the decision 
maker (social planner) is a tax on C 0 2 emissions. It would be useful to extend the 
model to include two instruments: viz., a carbon tax and a subsidy to R & D. This 
would allow explorations of public policies that simultaneously consider two market 
failures—one attributable to the external costs from emissions of C 0 2, and one 
attributable to knowledge spillovers, which force a wedge between the social and 
private returns to R & D . In this broader model, one could investigate optimal

52 See Pindyck [24] and Ulph and Ulph [30].
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combinations of carbon taxes and subsidies to R& D. It would also permit 
investigations of second-best policies: for example, optimal R& D subsidies in a 
situation in which the government is not able to levy a carbon tax. This approxi-
mates the situation implied by recent policy proposals of the Clinton adminis-
tration.

APPENDIX A

A.l. The Cost-Effectiveness Criterion 

A. 1.1. Technological Change via R & D

We first demonstrate the basic characteristics of the slope of the optimal 
abatement path. We then go on to establish the implications of ITC. To determine 
how abatement changes over time, we differentiate the first-order condition 
governing abatement with respect to t. Note that the abatement-cost function is 
not necessarily time-stationary because costs may depend on baseline emissions, 
which usually vary through time. Differentiating Eq. (5) with respect to t yields

. 8 C A(-)
CAA(')^t  +  Cah(-)H1 H t — =  t .

~  A , -

S t

T, -  Ca h ( )H , -  CAE( - ) E t°

cAA(•)

We have established that for t <  T , r, > 0 (see Eq. (6)), and we know that 
H t > 0. Previously we had assumed that CAH(•) < 0 and CAA(-) > 0. If costs do not 
depend on the level of emissions, then Ca e (') ~  0 and Eq. (17) implies that 
abatement increases over time ( A t > 0).

It is plausible that Ca e (') < namely that the marginal cost of a fixed amount 
of abatement is greater, the lower the level of baseline emissions. This is 
consistent with the idea that abatement costs depend on relative, rather than 
absolute, levels of abatement. In this circumstance, A t > 0 so long as baseline 
emissions are not declining “too rapidly.”

Next we move to the ITC/NITC comparison. Under the assumption that 
CAH( 0  < 0, we prove the claim that d r Q/ d k  < 0. Suppose the opposite, i.e., 
suppose that

dr0 
"die >  0 . (17)

Equation (6) in the main text can be integrated, using the relevant transversality 
condition as a boundary condition, to obtain the following expression:

r , = r  (i8)
J m a x [ t , T ]

rjn the piultiplier on the S constraint, is zero if the constraint does not bind, and is 
typically positive, representing the shadow value of relaxing the constraint, if the
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constraint does bind. Thus, Eq. (18) states that the shadow cost of haying a small 
additional amount of C 0 2 at time t is dictated by how binding the S constraints 
are into the infinite future.53 Combining Eq. (18) with our supposition (17) yields 
(assuming the proper regularity conditions hold)

which states that overall, the S constraints from T onward become more binding, 
or costly. The supposition that t 0 rises implies, from Eq. ( 8 ) ,  that A 0 also rises. 
Noting from Eq. (6) that rt = r 0e(r+5)f for t < T, we see that our supposition 
implies that rt rises for all t < T. This in turn implies, from Eq. (7) (since 
-  CAH(')dHt/d k  is clearly nonnegative), that A t strictly rises for all t < T. In fact, 
as we shall now show, A t strictly rises for all t , even beyond T. If abatement has 
strictly risen at every point in time up until T , then we know that ST is now strictly 
less than it used to be in the NITC scenario, and thus certainly strictly less than S. 
This itself is acceptable: it is easy to imagine situations in which, given a convex 
abatement-cost function and an emissions baseline that rises sharply after time T , 
an optimal program involves undershooting the constraint at the first point in time 
when it is imposed. However, the fact that ST is now strictly less than S implies, by 
complementary slackness, that rjT = 0, and thus, since rjr is always nonnegative, 
that rjT is less than or equal to its value before the increase in k. In other words, 
driT/d k  < 0. But we know from Eq. (19) that the constraints from T onward are, 
on the whole, more binding, and thus we can now conclude, for sufficiently small e' 
and all e e  (0, e') as well, that

Now we know that abatement has strictly risen for all t < T + e. The above 
argument can be repeated, in the style of a proof by induction, to show that 
dST+e/d k  < 0, implying that drjT+e/d k  < 0, and that, in turn, dAt/d k  > 0 Vf. Our 
supposition that dr0/d k  > 0 has led us to the conclusion that abatement rises at 
all points in time. Given that the initial program satisfied the constraints, a new 
program in which abatement is higher at every point clearly cannot be optimal. 
Thus we have a contradiction. We may conclude that dr^/dk  < 0, and thus that 
dA0/d k  < 0. Since the multiplier simply grows at the constant rate (r + 8) until 
time T , we have also shown that d r jd k  < 0 Vf < T, and in fact, that the absolute 
fall in the multiplier increases with t over this time range, but in such a way as to 
preserve the growth rate as (r + 8 ).

Note that if we had assumed CAH(-) > 0, then the above proof could be reversed 
to show that initial abatement and the entire tax path weakly rise. We would find 
that, in contrast to the normal case, ITC would cause a “flattening” rather than a 
“steepening” of the optimal abatement profile.

53As noted in the main text, this is in contrast to the benefit-cost cases, in which the shadow cost is 
given by the discounted sum of the marginal damages that a small additional amount of C02 would 
cause into the infinite future.

r —e~ir+8)sds >  0,
•'t  dk

(19)

/•°° dii. dTt +e dA-Y+e
[ -^-e~(r+s)sds > 0 «  - ^ > 0  «  — ^ - > 0 .
JT+ e dk dk dk
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A. 1.2. Technological Change via Learning by Doing

We start by establishing the slope of the optimal abatement path. It is necessary, 
however, first to examine the profile of fin the shadow value of knowledge. The 
costate equation for which is the same in both the CE_R and CE_L models, 
states that

A, = M,(r -  a t -  k V H ( ) )  +

The shadow value grows at r because it is a current-value multiplier. The value 
of knowledge falls at at because new knowledge is being generated autonomously 
at that rate. Next, depending on the sign of ¥#(•)—that is, depending on whether 
knowledge accumulation is characterized by “standing on shoulders” or “fishing 
out”—there is a third tendency for the shadow value either to fall or to rise over 
time. For example, when ¥#(•) < 0, the “fishing out” case where further knowl-
edge accumulation becomes more difficult the larger the current stock of knowl-
edge, it is preferable to suffer this disadvantage over as short a time interval as 
possible. Thus in this case, the shadow value tends to rise over time. The opposite 
holds in the “standing on shoulders” case where ^ ( 0  > 0. Finally, since CH(-) < 0, 
there is a tendency for the shadow value of knowledge to fall over time because we 
have a shorter time range over which the knowledge will serve to reduce abatement 
costs. These four effects combine to make the slope of the jit path ambiguous in 
sign.

We now focus on the slope of the optimal abatement path in the CE-L model. 
Differentiating Eq. (9) and rearranging, we obtain

• T, +  ) + ( % „ ( ) * *  -  Cah( ))H,  -  Ca e (-)E°
' CAA( ) -  t* 'k% A( )

The denominator is positive, but the numerator is of ambiguous sign because of 
the second and third terms. If we consider an NITC scenario in which k — 0, then 
we obtain

A t =
cAA(-)

- C a e ( - ) E ? 9

which, at least for t < 7\ is clearly positive, as discussed above, as long as E® is not 
too negative. In the general LBD case with ITC, however, the optimal abatement 
path may very well slope downward (even if the emissions baseline is growing over 
time), in contrast to the R & D case.54

Now we examine the implications of ITC. The proof that dr^/dk < 0 proceeds 
along the same lines as in the C E-R  appendix. We suppose that r 0 strictly rises, 
and this implies that abatement rises for all t , which cannot be optimal. (The extra 
leaming-by-doing effect in Eq. (10) is positive and thus only strengthens the link

54 Our numerical solutions confirm, however, that the abatement path typically does slope upward, 
even in the ITC learning-by-doing case.
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between r/s  rising and A ’s rising.55 We conclude, as in the CE_R model, that the 
entire path of carbon taxes falls, and increasingly so for higher t (up to T ). As 
noted in the text, however, this finding is not enough to assure us that initial 
abatement also falls.

A.2. The Benefit-Cost Criterion 

A 2A . Technological Change via R & D

First let us analyze the slope of the carbon tax path. We rearrange Eq. (12) to 
see that

T , - ( r + 8 ) T , - & ( ■ ) .  (20)

The first term on the right-hand side contributes to growth in r,, while the second 
contributes to its decline over time (an additional amount of C 0 2 later on inflicts 
marginal damages over a shorter horizon). It is thus possible for the optimal carbon 
tax to decline over time.

Let us now consider the conditions under which the carbon tax will necessarily 
rise. Substituting Eq. (13) into Eq. (20) yields

r, = (r  + 8)e^r+S)tr D ,(S5) e ^ r+8)sds ~ D ' ( S t). (21)
J t

If we had a linear damage function, such that D’(Ss) were constant and equal to 
D'(St) for all s > t, then the first term in Eq. (21) would reduce to D'(S{), and we 
would conclude that r, = 0; i.e., the optimal tax path would be flat. If, however, 
D’(Ss) > D'(St) Vs > t , the first term in Eq. (21) would be larger than D'(St\  and 
the tax path would be upward sloping. Given the convex damage function which we 
(and others, typically) assume, having an optimized St path that slopes upward 
ensures Df(Ss) > D'(St) VS > t, and is thus a sufficient condition for having an 
upward sloping tax path. Given that many other authors’ simulations involve a 
steadily increasing optimized C 0 2 concentration, it is easy to see why the literature 
frequently obtains optimal carbon taxes that forever rise.

What can we say about the slope of the abatement path in the BC-R model? 
Differentiating equation (11) with respect to t and rearranging, we obtain, as in the 
CE_R model,

• *t - c AH( - )H , - cAE{-)E?

' c AA(-)

The denominator and the second term in the numerator56 are clearly positive, but 
the ambiguous slope of the optimal carbon tax path prevents us from concluding 
that optimized abatement must always rise over time. Once again, if the optimized 
St path is rising and the damage function is convex, then taxes rise, and thus so

55The learning-by-doing effect, however, prevents us from reversing the proof for the CAH > 0 case. 
In that case, under a learning-by-doing specification, we cannot conclude anything about the impact of 
ITC on taxes or abatement.

56Assuming CAH(•) < 0.
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does abatement, as long as the emission baseline is not declining too rapidly. As we 
see in our numerical simulations of the BC_R model, even though taxes are always 
rising, the optimal abatement profile actually slopes down during the time when 
baseline emissions are steeply decreasing.

Now we turn to the analysis of the implications of ITC; i.e., the effects of 
increasing k. We shall prove that dr0/d k  < 0, that dA0/dk  < 0, that the overall 
scale of abatement increases when we raise k , that the abatement path thus 
becomes steeper, and that drt/d k  < 0 Vf. If we were to assume that knowledge 
raises marginal abatement costs (CAH(-) > 0), then the entire proof could be 
reversed to demonstrate that taxes rise, initial abatement rises, the overall scale of 
abatement falls, and the abatement path thus becomes flatter.

Suppose that t 0 rises, and that thus, by Eq. (15), A 0 rises as well. We have, using

Given our convex damage function, this last equation (23) means that the overall 
scale of abatement becomes less ambitious when k  rises.

For t > 0, we can use similar steps to obtain

Note that d{drt/d k )/d t  is clearly positive if each of the two terms on the right 
hand side of Eq. (24) is positive. Given Eq. (23), the first term is definitely 
nonnegative if

Eq. (13) and (11),

dT0 f°°diy(Ss) , ^
- ^ > 0  «  [  — j-^ -e-{r+6)sds > 0
dk •'o dk

( 22)

r°° dS.
«  / D"(Ss) —-^-e~(r+S)sds > 0

Jo dk

«  CD"(Ss)e-(,+ S)s [ S(- ^ e - Hs-m)dmds < 0.
Jo Jo dk

(23)

dr, r*> rsdA„
—  = -  f D”(Ss)e - (r+sXs-l)f  —^ e - S(s-^d m d s
dk J, v s/ •'o dk

-  s ( s ) -  - ( - • * « )

+ D"(S,) ( '- ^ - e - ^ - ^ d m .  
•'o dk

(24)

( ‘D"(Ss)e-<r+S)s [ S- ^ - e ~ s^~ m)dmds > 0. 
Jo Jo dk

The second term is clearly positive, assuming a convex damage function, if

rtdA^f dm > 0.
Jo ak



232 Climate Change

36 GOULDER AND MAT HA I

We thus are led to the following lemma. Given our assumption that the initial tax 
rises (Eq. (22)), and assuming a convex damage function, then

/ D'(S, )e -  ( r +  8 ) s
f — —e 8(s m) dmds > 0 

dk

and

These together imply

f — e - ^ - ^d mz O.  
•'o dk

d I drt 

d t \ l k
> o.

(25)

(26)

Equations (22) and (15) together tell us that dAQ/d k  > 0. This means (using 
inductive reasoning much like that used in the CE_R appendix),57 that sufficiency 
conditions (25) and (26) hold for t = e sufficiently close to 0, and also for t = e ' 
Ve' g  (0, e). Thus we conclude that

d_ldr,
d t \ d k

>0
dr, dr„ 
dk ~ dk

> 0
dA,
dk

> 0 ,

where this last implication is only strengthened by the - C AH(-) dH Jdk  effect in 
Eq. (15). The whole chain of reasoning can be repeated inductively to imply that 
abatement strictly rises at every point in time. This, however, contradicts Eq. (23), 
which says that the overall scale of abatement is less ambitious. Thus, our 
supposition must be wrong. Thus, we conclude that t 0 (weakly) falls, A 0 falls, a 
more ambitious overall scale of abatement is adopted, and the abatement path 
becomes “steeper/’ all as a result of the increase in k. That is to say,

dr o
dk

dAo

dk

< 0  

< 0

and

f°°D" (Ss.)e~(r+S)s f  
Jo Jo

— dmds  >  0 .
dk

(27)

Using arguments similar to those used above, it is also possible to demonstrate that 
the entire path of carbon taxes must weakly fall: drt/d k  < 0 V/. This does not 
mean, however, that abatement always weakly falls; the growth in Ht as a result of 
k counters the effect of the weakly falling carbon taxes, and we know, in fact, that 
overall we end up with a weakly more ambitious abatement path.

57 Where we used a small e and appealed to continuity to justify an inductive proof in a continuous-
time problem.
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A.2.2. Technological Change via Learning by Doing

Using methods virtually identical to those in the previous sections, we prove that 
(1) the carbon tax falls at all points in time, including time 0, (2) the impact on A 0 
is ambiguous, and (3) the overall scale of abatement increases. Please refer to 
earlier sections of the Appendix corresponding to the CE-L and BC-R models; 
the proofs here are not substantively different.
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This paper concerns the optimal regulation of greenhouse gases that lead to global climate 
change. In particular, we focus on uncertainty and learning (which, over time, resolves 
uncertainty). We present an empirical stochastic model of climate-economy interactions and 
present results on the tension between postponing control until more is known vs acting now 
before irreversible climate change takes place. Uncertainty in our model is in the damage 
caused by global warming. The results suggest that a temporary carbon tax may dominate a 
permanent one because a temporary tax may induce increased flexibility, © 1996 Academic 
Press, Inc.

I. INTRODUCTION

Uncertainty is a dominant characteristic of environmental externalities, includ-
ing the accumulation of greenhouse gases leading to climate change. We under-
stand well neither the effects of climate change nor the costs of controlling 
greenhouse gases. This is one reason considerable sums are expended in trying to 
better understand this problem. An additional factor frequently comes into play 
having to do with the cumulative or stock effects of greenhouse gases. It is not the 
emissions of greenhouse gases that directly cause adverse effects; rather it is the 
stock of these gases that may lead to climate change and these stocks change slowly 
with a great deal of inertia. The process of emitting is not readily reversible. These 
two aspects of the problem—stock effects and uncertainty—lead to a tension 
between instituting control and delaying control.1 Some in society will desire 
control of greenhouse gases before climate change is well understood, citing the 
irreversible nature of additions to the global stock of greenhouse gases. Others in 
society may urge delaying control until the problem is clearly delineated. If, ex post, 
the problem turns out to be less severe than expected then those urging delay will 
have been proved correct (ex post). If on the other hand, the problem turns out to 
be more severe than expected, then delay can be very costly indeed.

Irreversibilities in climate change have many facets; stock effects are one type of 
irreversibility. At the simplest level, some investments in controls on greenhouse

* Research supported in part by a grant from the Research Board of the University of Illinois, by 
NSF Grant SBR-94-96303, by USAID cooperative agreement DHR-5555-A-00-1086, and by DOE Grant 
DE-FG03-94ER61944. Comments and suggestions by John Braden, Lars Mathiesen, Michael 
Schlesinger. two anonymous referees and an associate editor have been appreciated. I am grateful to 
Prof. William Nordhaus for providing an early version of the ‘DICE’ model.

1 There are other examples with these basic characteristics: hazardous wastes and groundwater, acid 
rain, species extinction, pesticide accumulation, and the list could go on.
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gas emissions are irreversible—one cannot uninvest in a C 0 2 scrubber. Environ-
mental irreversibilities are more multidimensional. On the one hand, the fact that 
C 0 2 emissions contribute to the long-lived C 0 2 stock and cannot be “unemitted” 
is an irreversibility analogous to the capital irreversibility. However, there may be 
environmental effects triggered by a buildup of C 0 2 that are irreversible: an ice 
age, a shift in the Gulf Stream, or the extinction of a species. The focus of this 
paper is on stock-type irreversibilities.

Uncertainty gives rise to two quite different issues, often confused. One relates 
to risk aversion. It would appear that the disutility from low-probability severe 
climate damage may not be equivalent to the disutility from the certain wasting of 
a corresponding amount of control capital; thus a risk averse decision maker might 
find it optimal to "bias” control decisions toward over-control, relative to the 
deterministic case. In this case, the fact that one cannot uninvest control capital or 
actively remove carbon from the atmosphere is irrelevant to the optimal regulatory 
strategy.

A second and quite distinct issue relates to uncertainty where that uncertainty is 
being resolved over time; i.e., information is being acquired over time. Since 
control decisions are not made at one time for all future times, but rather 
sequentially over time, today’s decision may well be influenced by learning. In this 
case, stock effects, either environmental or in control capital investment, may 
significantly affect the optimal level of control today. The literature on irreversibili-
ties tells us that with learning, we should avoid decisions that restrict future 
options.

This paper concerns the latter issue, one of the most fundamental questions in 
the climate change/greenhouse gas control policy arena: what delay or accelera-
tion of the generation of greenhouse gases should be pursued when uncertainty 
exists and learning is taking place? Thus this paper seeks to determine how the fact 
that we are learning about climate change influences our actions today to control 
greenhouse gases. In our application, there is uncertainty on the damage from 
climate change. While there has been some work related to this question [29, 34, 
35, 37, 38, 41, 42], explicit treatment of the learning process has yet to appear in 
the empirical literature on climate change.2 Our approach to the problem is to 
adapt a simple optimal growth economy-climate model [35, 37] to include uncer-
tainty and learning.

There are two major results of this paper. One is that we are unable to find any 
significant stock effect associated with greenhouse gas accumulation, where by 
stock effect we mean an effect associated with an inability to reduce the stock of 
greenhouse gas. The rate of change of the climate is just too slow. In retrospect, 
should we turn out to be emitting slightly too much today, then that can be 
corrected in the future by emitting slightly too little. Thus if greenhouse gas 
emission control decisions are perfectly reversible, then there should be no bias in 
greenhouse gas control, upward or downward, relative to the deterministic case. In 
other words, uncertainty and learning are second order effects.

A second result is that there is a modest stock effect associated with sunk control 
capital. In other words, when control capital investment is not reversible, then the 
capital stock effect appears to be stronger than the environmental stock effect.

2 Hammitt et al. [16] and Manne and Richels [28, 29] have examined the costs of delaying action until 
more is known.
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Thus we should bias emission control downward, relative to the deterministic case. 
This might suggest that we should do little to control greenhouse gases. While this 
is one interpretation, another interpretation is that greenhouse policies that result 
in reversible actions are to be preferred (all other things being equal) to those 
involving capital investments that are long-lived and not easily reversed. For 
example, a permanent carbon tax may be dominated by a temporary carbon tax.

The next section of the paper reviews some important contributions to the 
theoretical literature on learning, as well as existing empirical analyses of climate 
change and learning. The subsequent section presents our model of optimal 
regulation. We then examine the case of uncertainty in the disutility of pollution 
and, finally, the results.

II. BACKGROUND

The basic issues here are (a) how stock effects determine current period 
emissions, (b) how optimal emission policies for greenhouse gas can be computed, 
and (c) how learning can be represented in a model of pollution accumulation in an 
economy. The first two of these issues are considered in this section. We defer 
learning to the subsequent section.

A. Irreversibilities and Stock Externalities

A major literature has developed in the area of investment under uncertainty in 
the presence of externalities. Arrow and Fisher [1] initiated much of the work in 
this area by focusing on a two period model with uncertainty about the benefits of 
an environmental asset that is to be exploited (e.g., a canyon flooded to make 
electricity). With some uncertainty resolved between the two periods and the 
impossibility of undoing development of the environmental asset, it turns out to be 
optimal to bias development in favor of preservation of the environmental asset. 
Henry [17] published similar results. In essence, taking an irreversible action has a 
cost in terms of reducing the value of information. Arrow and Fisher [1] introduced 
the notion of quasi-option value, the value of the information gained by waiting 
before exploiting the environmental asset. Since then, there has been considerable 
literature on irreversibilities and on quasi-option value (e.g., see [3, 10, 11, 13, 31]). 
Of course there is also a large literature in finance on option value. In particular, a 
number of recent papers concern the optimal timing of capital investments (e.g., oil 
field development) when learning is taking place (e.g., oil field exploration); see 
Paddock et al. [40].

Another related literature, primarily from the early 1970s, concerns optimal 
growth in the presence of environmental externalities, particularly stock externali-
ties. This was a natural extension of the optimal growth models that were popular 
in the 1960s and early 1970s (and earlier—see [46]). An important and characteris-
tic paper in this genre is that of Keeler et al. [19]. In that paper a simple optimal 
growth model is posited where utility is a function of consumption and a stock of 
pollution. Optimal paths for accumulation of capital and pollution are developed 
for several different types of pollution control. Other papers of this type include [6, 
12, 44, 45, 48]. Cropper [4] also considers such a model of optimal growth but 
focuses on catastrophic environmental effects—the ultimate in irreversibilities. See 
also Viscusi and Zeckhauser [51].
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The general problem we are examining is one where a regulator must make a 
sequence of decisions, acquiring information between each decision. This is not a 
new problem. In fact, one of the first papers illuminating this question is Simon 
[47], who showed that if the objective is quadratic, uncertainty is Gaussian and the 
problem is unconstrained, then uncertainty and/or learning are irrelevant to 
today’s decision. Malinvaud [25] generalized this somewhat, showing that if one 
allows any well-behaved objective but requires uncertainty to be small, then the 
same result emerges. In both of these cases, irreversibilities in terms of today’s 
actions constraining tomorrow’s opportunities are not allowed. Freixas and Laffont 
[14] showed that under very special conditions, if today’s actions constrain tomor-
row’s opportunities, then there should be a bias in today’s decisions when learning 
is occurring, relative to the no-learning case. The most general theory was devel-
oped by Epstein [9]. His result was that curvature of benefits and costs determine 
the sign of the bias and that learning can induce a bias in the absence of an 
irreversibility. His result has been applied in the climate change context by Ulph 
and Ulph [50] and Kolstad [21].

B. C lim a te -E co n o m y M odels a n d  Learning

Economic models have played a critical role in the formulation of environmental 
policy in the United States over the past three decades. The main function of these 
models has been to simulate the economy’s response to particular environmental 
regulations. In the arena of climate change policy, a number of economic models 
have been developed, particularly over the last 5 years.

We should acknowledge that one of the first economics papers on the subject of 
global warming was Nordhaus [32] and the first models were developed by Nord- 
haus and Yohe [33] and Edmonds and Reilly [8]. We refer the reader to the survey 
by Weyant [52] for a comprehensive discussion of the applied economic models for 
examining climate policy.3 We focus here on several papers that have addressed 
the specific question of the effect of uncertainty and learning on climate change 
policy.

Peck et al. [42] was one of the first papers to explicitly examine learning in the 
context of climate change. However, analysis of this issue within the context of an 
empirical model had to wait for the development of the Peck and Teisberg [41, 43] 
model of climate and the economy. In [42], the model is used to compute the value 
of information on climate uncertainty. They find particularly valuable information 
about the warming rate and damages, although that value is not much diminished 
if the information is acquired as late as 50 years from the present. In other words, 
there is no rush to resolve uncertainty.

Hammitt et a l  [16, 24] have conducted analyses of the optimal sequential 
decision strategy when there is uncertainty about climate sensitivity and the target 
for an equilibrium temperature rise, uncertainty which is assumed to be resolved in 
the next decade. Their model is not an optimal growth model but rather a simple

3 Because the field is changing so rapidly, even the Weyant [52] survey misses some work in this area. 
In particular, Nordhaus [34, 37, 38] has produced several models of the climate and economy, evolving 
into the DICE model— Dynamic Integrated Climate-Economy Model. Furthermore, the Global 2100 
model of Manne and Richels [29] has recently metamorphosed into a model ("M ERG E”) with more 
explicit accounting of damages [27].
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decision analytic framework. In [16], the authors conclude that moderate emission 
controls should be pursued unless climate sensitivity is high while the target for 
emission increases is low. In [24], the model is modified to include abrupt climate 
changes; the conclusions remain qualitatively valid.

Manne and Richels [29] explicitly examine how an optimal decision (within an 
optimal growth framework) will be changed by the acquisition of information. They 
focus on the resolution of uncertainty about climate damage. Although the primary 
contribution of their work is to establish a framework for analyzing this issue, in 
that their results are highly dependent on specific assumptions, they do demon-
strate that there can be a large payoff from improved information. Furthermore, 
their results suggest that information acquisition is preferred to precautionary 
emissions reductions.

III. A STOCHASTIC MODEL WITH LEARNING

In this section we will introduce a stochastic, discrete time optimal growth model 
in the spirit of Ramsey [46]. What makes the problem more complex is that 
learning is a stochastic process whereby as every decade passes, more is learned, 
although we do not know ex ante what that will be. Thus the state of knowledge 
evolves as a stochastic process. We first introduce the optimal growth model and 
then incorporate a specific type of learning into the model.

A. A  Stochastic Growth Model

In this section we present a general model of the dynamic evolution of an 
economy, incorporating emission control, pollution accumulation, and pollution 
damage. To a large extent it is a standard optimal growth model, although some 
aspects having to do with the climate are nonstandard. It is based and draws 
heavily on the climate-economy model of Professor William Nordhaus [35-38]. 
His model is deterministic however, and our model is stochastic.

The model is not regionally differentiated and involves the maximization of the 
worldwide net present value of expected per capita utility (for a representative 
consumer), summed over the population. Utility is enhanced by consumption and 
depressed by pollution damage. Output can be channeled to consumption, emission 
control, or investment. Knowledge is represented by the probability vector on 
states of the world and that knowledge follows a random walk through time, 
associated with learning. In other words, the probability vector evolves over time 
depending on the uncertain outcome of learning.

There are two ways to represent a problem such as this. One is to use dynamic 
programming, solving the Bellman equation [49]. The other is to formulate a 
stochastic programming problem, which is our approach. Essentially, one must look 
at all possible trajectories learning might take in the future and condition all 
variables on the learning that has taken place up to the point in time where the 
variable’s value is determined. It is standard [7] to write the variables as functions 
of histories of the stochastic process; i.e., the realization of the random variable up 
to a point in time.

Thus assume that there are several states of the world (s) with knowledge 
represented by a probability vector on those states. The variable ht is the history of
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learning and we will define precisely how knowledge evolves with learning. The 
model follows with the variables and parameters defined in Table I.

Maximize the expected net present value of utility:

m a x £ ( l  + p)~‘ Y , li ( h l , t ) Y l irs( h'>t)u[c(h, , t ) ,d(hl , t ) , s ]L ( t )  (1)
I - E  t h,  s

s.t. I ( t , h , ) , E ( t , h , ) ^ 0 ,  (2a)

given the consumption identity

c ( t , h l) = [ Y ( t , h , ) - I ( t , h , ) ] / L ( t y ,  (2b)

the production function

Y(t ,h , )  = f [ K ( t ,h , ) ,L ( t ) ,E ( t ,h , ) , t ] - ,  (2c)

damage from climate change

d ( t , h t) = g [ T ( t ,h , ) ,Y ( t , h t)} /L ( ty ,  (2d)

sunk nature of abatement

( l - S E)[cr( t)Y(hl , t ) - E ( h l ,t)\

< [ar(t + 1 )Y (h l+l, t +  1 ) - E ( h l+l, t +  1)]; (2e)

TABLE I
Model Variables and Parameters

/
E
K
M
T
O
c
d
Y
P

h
h

h
L
(T
t
S

P

P-

A

Investment (trillion $ per decade) (control)
Emissions of greenhouse gases (gigatons per decade) (control)
Capital stock (trillion $) (state)
Stock of greenhouse gases (gigatons) (state)
Mean atmosphere temperature (°C relative to base) (state)
Mean deep ocean temperature (°C relative to base) (state)
Per capita consumption (thousands of $)
Per capita climate damage (thousands of $)
Gross output of goods and services (trillion $ per decade)
Pure social rate of time preference (0.01 or 0.03 per annum)
History of learning
Capital depreciation rate (0.35 per decade)
Greenhouse gas stock decay rate (0.0833 per decade)
Emission control depreciation rate (parameter) 
population/labor supply (billions, L  > 0)
Greenhouse gas emissions-output ratio, uncontrolled (<r < 0)
Time/technology (decades)
State of the world
Greenhouse gas emission factor (0.64)
Probability of state s given learning history h t : Eir, = 1 
Probability of learning history h t
Rate of learning (0 =  no learning; 1 =  complete learning in one period).
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capital accumulation

K(t  + l , h l+i) = (1 -  8K) K { t , h t) + 

greenhouse gas accumulation

M{t  + l.A ,+ I) = (1 -  SM)M (t ,h . )  + 

atmospheric temperature evolution

T(t + l ,h l+l) - s [ n t , h , ) . M ( t , h , ) , 0 ( ‘ .h,)]> (3b)

(3a)

(2f)

ocean temperature evolution

0 ( t  + l . * l+1) “  r[T ( t ,h t) , 0 ( t , h t)]. (3c)

Equations (1)—(2) constitute the basic economic model and Eqs. (3) describe the 
evolution of the climate. Equation (2e) captures the extent to which emission 
control decisions are irreversible. Uncontrolled emissions are <t Y. We assume 
investment in emission control capital is proportional to controlled emissions, 
<rY -  E. Control capital in period t 4- 1 is bounded from below by the previous 
period’s control capital (represented by controlled emissions), depreciated by 
1 -  8e . Note that if SE is zero, Eq. (2e) requires that next period’s controlled 
emissions must be at least as great as this period’s controlled emissions; in other 
words, you cannot reverse a decision to control emissions. If 8E is equal to 1, Eq. 
(2e) simply states that controlled emissions cannot be negative, a rather innocuous 
assumption. The intermediate territory with 8E between zero and one corresponds 
to partial reversibility of emission control decisions.

Analogous to 8E is found in Eq. (3a). This variable controls the persistence 
of the stock of C 0 2: a small value of corresponds to a very pronounced stock 
effect. A value of close to 1 implies that the pollutant is not a stock pollutant 
but rather a flow that does not accumulate.

The links between the economic model and the climate are E  and T. Emissions 
in Eq. (2c) are good in that they allow increased output. However, emissions (E ) 
increase C 0 2 levels (Af) which increase temperature (T) which causes damage id) 
which yields disutility (Eq. (2d)). The goal is to choose the investment path and 
emission path that maximize expected utility. The specific functional forms of the 
functions / ,  g, s, and r  in Eqs. (2c), (2d), (3b), and (3c) are described in the 
Appendix. We note here that environment damage is quadratic in the temperature 
change. Damage is of course reversible in the stock of pollution but much less so 
with respect to the flow of pollution because of the difficulty in quickly changing 
the stock.

B. Learning

There are three basic types of learning which are potentially applicable to global 
warming. One is active learning whereby observations on the state of the econ- 
omy/climate convey information about uncertainty. Thus by perturbing emissions, 
one can obtain information about uncertain parameters (e.g., see [2] or, for an 
application to climate change, [5]). A second type of learning is purchased learning 
whereby knowledge is purchased and the amount of knowledge purchased (R & D
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expenditures) depends on its cost and benefits (see [15]). A third type of learning 
can be called autonomous learning where the mere passage of time reduces 
uncertainty. It is this third type of learning that we examine in this paper.

1. Information structures. The typical approach to including autonomous learn-
ing in models of irreversibility is to posit a two or three period model where 
uncertainty changes from one period to the next. Miller and Lad [31] use a two 
period model with an ex ante probability distribution on period i benefits (fct) of 
f ( b lt b2). After observing period one benefits, the ex post marginal distribution is 
obtained: f ( b lt b2 \b]).  While this is clearly learning, we need a way to parameter-
ize the rate of learning so that the effects of the rate of learning can be deduced.

Jones and Ostroy [18], Olson [39], and Marshak and Miyasawa [30] provide such 
a framework through the concept of an ordering on information structures. Start 
with a set of possible states of nature and a probability vector associated with those 
states of nature being realized. Add to this the receipt of an informative message, 
and a vector of probabilities of receiving specific messages. The information in the 
message is a conditional probability on states of nature. An information structure 
consists of a prior on states of nature, a vector of probabilities of receiving specific 
messages, and, for each message, and ex post probability of states of nature. Of two 
information structures with the same prior on states of nature, the one that has the 
greater variability in terms of possible posteriors is viewed as being “more informa-
tive.” This is equivalent to the more informative structure yielding a higher 
attainable expected utility when the consumption bundle depends on the state of 
nature (more flexibility can only be advantageous [18]). Thus if two learning 
processes are associated with two comparable information structures, then the 
structure that is more informative corresponds to greater learning.

To quantify this concept of learning further, suppose there is a set of possible
states of nature, indexed by s = 1.......S. Furthermore, suppose there is a finite set,
Y, of possible “messages” containing information on the state of nature. Suppose 
the prior on receiving particular messages is q (dimension equal to the size of Y) 
and the conditional probability on states of nature (after the message yeY  has 
been received) is 7r(y). We use the term “prior” to refer to a probability 
distribution on states, before the message is received and “posterior” to refer to 
distributions on states of nature after a message has been received. Let II be a 
matrix with columns consisting of 7r(y) with a different column for each y. Thus II 
has S rows and the same number of columns as members of Y. (U,q ) is an 
information structure. A first goal is to develop an economically relevant ordering 
on information structures. A standard definition of the comparative value of 
information is provided by [18] (see also [23]).

2. A special parameterization of learning. We consider a special restriction on 
the set of comparable information structures. In particular, if there are S possible 
states of nature, we assume a message consists of a noisy signal as to the true state 
of nature and thus there are S possible noisy signals. Let Ae[0,1] reflect the level 
of information in the signal with 0 being no information and 1 being perfect 
information. Thus given a prior 7f we define the star-shaped information structure
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F ig . 1. Star-shaped spreading of beliefs from 7r.

(II, q) where q =  7r and the Jth column of II is

7r 5 = (1 -  A) 7? + Xes, (4)

where es consists of all 0’s except for a 1 in the sth position. Clearly Ey[ir(y)] = 
Tiq = It. Furthermore if A = 0, each column of II is If and if A = 1, II = /.

As an example, suppose you can receive one of three messages indicating 
whether the state of nature is 1, 2, or 3. We are now assuming that the number of 
possible messages equals the number of possible states of nature. A message that 
conveys the maximum amount of information would resolve all uncertainty on the 
state of nature. If the message is too noisy to contain any information, then the 
posterior on states of nature is the same as the prior. This is illustrated in Fig. 1 
where the simplex of probabilities on states of nature is shown. The prior is It . The 
set of posteriors associated with a star-shaped spreading of beliefs, spread all the 
way out to the vertices, is shown by the three lines radiating out from 7r. Perfect 
learning would move you to one of the three vertices following receipt of the 
message. Less learning would move you to one of the three points marked with 
circles. Even less learning would move you to one of the three points marked with 
x’s after receiving the message.

The advantage of representing learning by this star-shaped spreading of beliefs is 
that the process can be parameterized by the A in Eq. (4). The disadvantage is that 
we have eliminated perfectly legitimate and orderable learning processes (emanat-
ing from 7f in Fig. 1).

C. Learning in the Optimal Growth Model

Introducing learning into our stochastic growth model involves introducing a 
second set of states corresponding to different paths that learning might take; i.e., 
sequences of messages that might be received. Each message yields a different 
outcome of the learning process where an outcome is a new probability vector on 
states of nature, ir(t). As before, let Yt be the set of possible single period
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outcomes (messages) of the learning process at time t. At any point in time, to 
know the current state of knowledge it is essential to know the learning that has 
preceded t.4 We call this the history of learning, Ht = {(y0, . . . ,  yt) \ yieYi VO < i 
< t}. Notationally, Ht contains the learning that has occurred by time period t 
(before decisions are taken in time period t). An element of Ht is a particular 
history, hr For instance, consider a 10 period world in which learning can proceed 
in three directions {-1 ,0 ,1} at any point in time. One possible history would be 
( 0 ,1 ,- 1 ,- 1 ,- 1 ,1 ,0 ,1 ,1 ,0 ) .

If we partition any ht as (ht_v yt), then we define the "predecessor” and "most 
recent” functions, <p\ Ht -> Ht_x and ip: Ht -> Tt as (p(ht) = ht_v \p(ht) = yr The 
function ip indicates the most recent learning whereas <p indicates learning that 
occurred earlier. This allows one to functionally represent the learning path and to 
compute the probability vector on states of the world, ir(htt t). Define the transi-
tion matrix Ut(ht) such that each column is a posterior probability vector corre-
sponding to a different element of the message space, Yt+l. Thus Tr(ht,t) is the 
column of Ht_x(<p(ht)) corresponding to ip(ht). Furthermore if qt(ht) is the 
probability vector associated with different elements of Yf+1, then

■n(hl , t ) = n i(h' )ql(hl). (5)

[II,(/i,), qt(ht)l is an information structure as described earlier. In our model, we 
define qt(ht) = 7r(ht,t). Thus the probability of receiving a message that rein-
forces state i is the same as the prior on state i.

It is “easy” to modify the stochastic growth model (1)—(3) to incorporate this 
learning. Two things remain to be specified: how the probability vector (7r) evolves 
and the probability ( /jl )  of a specific history (learning path) occurring. Following 
Eq. (4),

ir(hl+1, t +  1) =
(1 -  k) ir (h ,, t )  + \ e s 
(1 -  A) i r(h, ,t )

if s = s 
otherwise

f i ( h t + l , t  +  1) =  i x ( h , , t ) T T s. ( h t , t ) ,

where

s = H ht+1).

h,  =  <p{ht + 1).

(6a)

(6b)

(7a)

(7b)

where es is a vector of 0’s and l ’s with a 1 in the s th position and 0 in the rest of 
the positions, and A is the rate of learning. As indicated above, we assume the 
message space is the same as the space of possible states of the world. Thus 
messages are noisy indications of the true state of the world. Thus for each possible 
learning path, we know the probability vector on states of nature and the 
probability of that learning path actually occurring. Since Eqs. (6) are defined 
recursively, initial values need to be defined for t t  and f t .  t t  is of course the prior

4 Of course the current state of knowledge can be characterized by the probability on states of 
nature. However, this is an infinite set whereas the possible learning histories are finite. Finiteness is 
more amenable to stochastic programming which is the solution approach used here.
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on states of nature and the initial \x corresponds to q in the previous discussion, 
which is also equal to the prior on states of nature.

There are many ways uncertainty can enter a model such as this. As indicated 
above, we assume uncertainty in the damage from global warming.5 Specifically, we 
write utility as

u [c(0 ,d (*M  =log[c(0 — A,£f(0]- (8)

We further assume there are two states of the world, B and L, corresponding to 
global warming being a big problem (B) vs global warming being a little problem 
(L). Learning can proceed to reinforce B or reinforce L. We arbitrarily assume 
7rB( t  = 0) = 0.2 and i r L( t  = 0) = 0.8 with Ab = 5 and AL = 0. Although arbitrary, 
this yields an expected value of A of 1 and reflects the fact that damage could be 
serious. The variance of A is 4. The expected variance declines with time, at faster 
rates for larger A (see [22]).6

IV. RESULTS

The model described above has been implemented using time points at 10-year 
intervals beginning in 1965.7 The first three points (1965-1985) are used as 
calibration and control of emissions is fixed at zero. Optimal emission control 
levels are computed beginning in 1995. Learning occurs in 1995-2005 and 
2005-2015. No learning occurs thereafter (but uncertainty persists).

The model described in the previous section is an infinite horizon model. Only 
finite horizon models can be solved as stochastic programs so we have chosen to 
approximate the infinite horizon model with a 20 period/200 year finite horizon 
model. As has been shown elsewhere [22], the control level in 1995 is essentially 
independent of horizon length, when the length is in excess of 20 periods. Model 
(l)-(8) was solved as a function of SE and A.

Focusing on the year 1995, with reversible emission control rates (i.e., 8E = 1), 
we find that optimal control levels for greenhouse gases are virtually unaffected by 
the rate of learning. If one over-controls today, then that error can be corrected in 
the future. Thus the fact that learning is taking place does not impact current 
decisions to control emission.

Figure 2 shows the optimal 1995 control rate as a function of the learning rate 
(0 = no learning; 1 = complete resolution of uncertainty in one period). The 
control rate is the fraction emissions have been reduced, relative to the uncon-
trolled level of emissions.8 Three curves are shown in the figure, corresponding to

5 Uncertainty in damage is commonly examined (see [16, 29D although many other types of 
uncertainty are possible and are im portant Clearly there is uncertainty in control costs. There is 
uncertainty in how the climate evolves. There is uncertainty in how the economy evolves. Peck and 
Teisberg [43] discuss some of the different types of uncertainty.

6 For instance, for A = 0.5, the expected variance declines from 4 to 2.3 in two periods.
7 The model is a stochastic programming model, solved using GAM S/M INOS. I am grateful to Lars 

Mathiesen for suggesting this approach.
8 The control rate is defined more precisely in the Appendix (Eq. A-2).
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F ig . 2. 1995 greenhouse gas control levels (rate of time preference = 3%).

different values of 8E, the abatement capital depreciation rate.9 The first thing to 
note is that the capital stock effect is real and has an effect on current control 
decisions. With no learning, there is no difference in the optimal decisions for the 
three 8E values. In fact the control level is the same as it would be in the 
deterministic case. However, with more rapid learning, it makes sense to reduce 
control levels when abatement capital investment is irreversible. When abatement 
capital is perfectly reversible (8E =  1), then learning has virtually no effect on the 
optimal control level. In other words, the environmental stock effect, associated 
with greenhouse gas accumulation, does not appear.

It could be that this failure to find an environmental stock effect is due to 
discounting the future at 3% per annum— a small rate but one which adds up over 
100 years. When the rate of time preference is decreased to 1% per annum, the 
desirable level o f control increases— from 7 to 15% for the case of no learning. 
However, the same pattern as found in Fig. 2 persists. Irreversible control capital 
has a significant influence on optimal levels of control in 1995 but the environmen-
tal stock effect just does not materialize.

Why doesn’t the accumulation of greenhouse gas emissions lead to an environ-
mental stock effect? To answer this question, we perturbed the optimal trajectory 
of control levels. In particular, we considered two cases with suboptimal control 
levels in 1995 and 2005 with a return to an optimal path after that. One is an 
approximate doubling of control to 15% for the 1995-2005 period and the other is 
no control for that period. Remarkably, this substantial deviation from optimality 
in 1995-2005 has little effect on subsequent emission control levels (see [20]).

Why is this? One reason is that costs and damages in the stochastic model are 
such that the optimal level of greenhouse gas abatement is very insensitive to the 
total stock of greenhouse gases. The simple reason is that while damage from 
greenhouse gases increases with the stock, and in fact is quadratic in temperature 
change, the present value of damage is quite linear over a fairly broad range in

9 To provide intuition on 8E, abatement capital with a lifetime of 10, 20, 30, 40 or 50 years, 
depreciating at the same percentage per decade, leaving 10% residual value at the end of its life, would 
correspond to a 8E of 0.90, 0.68, 0.54, 0.44 and 0.37 respectively.
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current stocks of greenhouse gases. This is illustrated in Fig. 3 where the loss in the 
present value of utility (in monetary units) is shown from an exogenous addition of 
50 to 100 megatons of greenhouse gas in 1995. Keep in mind that greenhouse gas 
emissions are less than 10 megatons per year and that we allow future emissions 
subsequently to adjust optimally to a larger stock of gases. As is also illustrated in 
the figure, marginal damage is almost constant over a wide range of stocks of 
greenhouse gases. Figure 4 reproduces the marginal damage curve from Fig. 3 
(although writing it as a function of the emission control rate) and superimposes 
the marginal cost of control. Note from Figs. 3 and 4 that suboptimal emissions in 
one period will have virtually no effect on optimal emissions in the next period 
because of the insensitivity of marginal damage to the stock size and the fairly 
large slope of the marginal control cost function.

This suggests that if damages were more nonlinear, the results might be 
different. To investigate this, we executed the model using damages proportional to 
the third, fourth, and fifth power of the temperature change, rather than just the 
square. We found negligible effect.10 We conclude that even if damages are 
nonlinear in the stock, and there are long time delays in stocks being translated 
into effects, then damages will still be roughly linear in current period emissions. 
This means that something like Fig. 4 applies.

Getting back to the stock effect, recall that it has to do with the stock nature of 
greenhouse gases, and the fact that one cannot negatively emit; i.e., one cannot 
reverse emissions by negatively emitting in the future. Consequently, the effect can 
occur only if one might wish to negatively emit in the future. But because future 
emissions are so slightly influenced by today’s actions, there is no scenario under

F ig . 3. Marginal and total disutility as a function of stock of greenhouse gases.

10 We considered the extreme cases of complete learning in one period and no learning. More 
nonlinear damages resulted in increased current period emissions. For the 3% rate of time preference 
case, current period emission control increased from 7 to 18%. We also found that learning had an 
effect in the high curvature case when there was no stock effect, consistent with the results of Ulph and 
Ulph [50]. To eliminate this effect, we modified the no-leaming case to be exactly the same as the 
learning case except that control levels at any point in time were constrained to be the same over all 
learning histories.



248 Climate Change

14 CHARLES D. KOLSTAD

F ig . 4. Marginal cost, marginal damage vs 1995 control rate.

which it would be optimal to negatively emit in the future to correct over-emissions 
today. This is the crux of why there is no such effect with regard to emissions.11 
This point is also made in [50].

Finally, we can fall back on Malinvaud’s [25] result that when uncertainty is 
small, it makes no difference in optimal decisions. This seems to apply here since 
learning and uncertainty have very modest effects on outcomes.

It is interesting to compare this result to that of Manne and Richels [29]. While 
their model is substantially different from ours, they show that immediate resolu-
tion of uncertainty (very rapid learning) results in lower emission control rates 
(higher emissions) than when uncertainty is not resolved. This is qualitatively the 
same as our result.

V. POLICY IMPLICATIONS AND CONCLUSIONS

In this paper we have addressed the question of whether the stock nature of 
greenhouse gas emissions or the sunk nature of control costs lead to a bias in 
today’s decisions regarding the control of greenhouse gases. Certainly the political 
debate has emphasized irreversibilities, either in control capital or climate change, 
and has suggested these irreversibilities have profound effect on control decisions 
made today. To answer the question, we have developed a stochastic model of 
greenhouse gas control and parameterized the rate of learning.

We find only qualified support for such positions. In particular, we find no 
evidence of a stock effect from greenhouse gases affecting today’s control deci-
sions. Of course the stock effect is only one type of environmental irreversibility. 
We have not examined irreversible changes in the climate or irreversibilities in 
damage. Such irreversibilities are of real concern to many concerned with climate 
policy.

Only when emission control investments are very long-lived and irreversible is 
there a stock effect associated with control capital—and that effect calls for a

11 The fact that marginal damage is increasing reflects the fact that damage is not completely linear.
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downward bias in control levels when learning is occurring rapidly, relative to the 
case of no learning or no uncertainty.

One interpretation of these results is that rapid rates of learning should cause 
today’s societies to “go slow” on controlling greenhouse gas emissions. This is 
certainly one interpretation although go slow means undertaking some control of 
greenhouse gases, just not as much as in the case with no learning.

Another interpretation is that we should vigorously pursue emission control 
policies that are reversible, that do not involve large, long-lived sunk costs since 
irreversible emission control decisions unnecessarily tie our hands. To be specific, 
it might be appropriate to adopt temporary taxes on carbon in lieu of permanent 
taxes. With learning, our model suggests that a temporary (e.g., 5-10 years) tax on 
carbon might dominate a similar permanent tax on carbon. Of course we have not 
analyzed this fully; all we can say is that more flexibility in control may be desirable 
and a temporary tax is more likely to induce flexibility.

In any event, the results here should be qualified as arising from the specific 
model used and the specific nature of uncertainty (in damages) adopted in the 
analysis. Further research should definitely investigate other types of uncertainty.

APPENDIX: DETAILS ON STOCHASTIC GROWTH MODEL

The stochastic growth model is fairly completely described in the text. Parameter 
values are taken from and described more fully in [36], although there may be 
modest differences in the values of specific parameters due to our use of a 
different version of the DICE model.

The variables L  and or are parameters that vary with time. The population/labor 
supply (L) is 3.324 billion in 1965 and grows initially at a rate of 23.5% per decade, 
with the growth rate declining by 19.5% per decade (i.e., 19.5% of 23.5% is the 
decline). This leads to an asymptotic population of 11.09 billion. The uncontrolled 
greenhouse gas emissions-output ratio (<r) starts at 0.5368 in 1965, declining by 
12.5% per decade thereafter.

The production function (Eq. (2c)) is

Thus n(t) is the emission control rate, defined by Eq. (A-2). The parameters bv 
b2, and y  are 0.0686, 2.887, and 0.25, respectively, and A(t)  grows with time 
reflecting increases in total factor productivity. ^4(1965) = 0.00852 and grows 
initially at 20% per decade, with this growth rate declining by 11% per decade. The 
term in brackets in Eq. (A-l) reduces gross output by the cost of emission control.

The per capita damage function (Eq. (2d)) is given by

Y (f) = [l - b ^ { t ) bA A ( t ) K { t ) yL { t ) l - \ (A -l)

where

E(t)

M ( 0  "  1 " <r(t)Y(t) '
(A-2)

m a  = _w rno 
L(/)[i + e,r(r)*‘] ’

(A-3)
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where dx and 9Z take the values 0.001478 and 2, respectively.12 This is equivalent 
to damage being quadratic in temperature with a 3°C temperature rise yielding a 
1.3% decline in output.

The climate model (Eqs. (3b) and (3c)) is

where rv r2, rz, and r4 take the values 1.3368, -0.4181, 0.09944, and 0.02. Values 
of T and O in 1965 are 0.2 and 0.1, respectively. Time (t) is in decades.

The C 0 2 and capital stock adjustment equations ((2f) and (3a)) are completely 
described in the text except for the initial values of K  and M  which, for 1965, are 
18.11 trillion U.S.$ and 677 gigatons of carbon.
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Abstract

The economics of global warming is reviewed with special emphasis on how the cost depends on the discount rate and on 
how costs in poor and rich regions are aggregated into a global cost estimate. Both of these factors depend on the 
assumptions made concerning the underlying utility and welfare functions. It is common to aggregate welfare gains and 
losses across generations and countries as if the utility of money were constant, but it is not If we assume that a 
C02-equivalent doubling implies costs equal to 1.5% of the income in both high and low income countries, a pure rate of 
time preference equal to zero, and a utility function which is logarithmic in income, then the marginal cost of C02 emissions 
is estimated at 260-590 USD/ton C for a time horizon in the range 300-1000 years, an estimate which is large enough to 
justify significant reductions of C02 emissions on purely economic grounds. The estimate is approximately 50-100-times 
larger than the estimate made by Nordhaus in his DICE model and the difference is almost completely due to the choice of 
discount rate and the weight given to the costs in the developing world as well as a more accurate model of the carbon cycle. 
Finally, the sensitivity of the marginal cost estimate with respect to several parameters is analyzed.

K e y w o rd s : Climate change; Discounting; Pure rate of time preference; Distribution of income

1. Introduction

The existence of the greenhouse effect has been 
known for a very long time. Arrhenius (1896) calcu-
lated the effect of a doubling of the C 02 concentra-
tion in the atmosphere and found that it would lead 
to an increase in the global mean temperature of

* Corresponding author, e-mail: frtca@fy.chalmers.se 
1 e-mail: thomas.stemer@redcap.econ.gu.se

approximately 6°C, an estimate somewhat higher 
than 1.5-4.5°C, the range that is now predicted with 
the help of advanced computer models. But it was 
not until 1988, following the Toronto Conference 
(Leggett, 1990), that the increasing emissions of 
greenhouse gases (GHG) became acknowledged as a 
major environmental problem by the United Nations 
and political leaders around the globe.

The UN Framework Convention on Climate 
Change was adopted at the UNCED conference in 
Rio de Janeiro 1992. Its ultimate objective is to

mailto:frtca@fy.chalmers.se
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achieve a stabilization of greenhouse gas concentra-
tions in the atmosphere at a level that would prevent 
dangerous anthropogenic interference with the cli-
mate system. Sweden introduced a carbon tax in the 
late eighties. Several countries have committed 
themselves not to increase emissions above their 
1990 level. But even if this goal would be met 
globally, the atmospheric concentrations of C 02 
would continue to rise. In order to stabilize atmo-
spheric concentrations at the present level by the 
year 2100, the accumulated emissions from 1990 to 
the end of the 21st century must not exceed some 
300-430 Gton C (IPCC, 1995). This implies an 
annual average rate of carbon emissions equal to 
2.7-3.9 Gton C/year which is equivalent to a 45- 
60% reduction of the present emissions. For the 22nd 
century even stronger reductions are needed in order 
to avoid a renewed increase of C02 in the atmo-
sphere.

The demands for emission reductions and the 
decisions that have been made, have inspired several 
authors to study the economic costs and benefits of 
such policies. Nordhaus has published several studies 
(1982, 1991, 1993a), on the costs and benefits of 
GHG-emissions. Nordhaus’s latest work (1993a), 
called the DICE-model, purports to determine an 
optimal emission path for GHGs.

Nordhaus concludes that only modest reductions 
of GHGs are motivated from an economic point of 
view. This result is strongly dependent on several 
assumptions. Nordhaus uses a pure rate of time 
preference equal to 3%/year, making impacts far 
into the future negligible, and a cost-damage func-
tion which ignores ethical issues such as the risk that 
millions of people will be far worse off than losing a 
few percent of their income. Nordhaus is also rather 
pessimistic about the possibilities for cost-effective 
C02-reductions through increased energy efficiency 
and improved renewable energy technologies. Fi-
nally, he treats climate change as a smooth and 
predictable process without risk for sudden catas-
trophic events.

Nordhaus’s work has inspired several other stud-
ies of the economic impacts of global warming, e.g., 
Ayres and Walter (1991), Peck and Teisberg (1992), 
Fankhauser (1994, 1995), Haraden (1993), Cline 
(1992a,b), Parry (1993), Azar (1994a, 1995) and Tol 
(1995).

Cline (1992a) analyses the costs and benefits of a 
program aiming to reduce the emissions of C 02 to 4 
Gton C/year, which is slightly more than half the 
present emissions. He finds a cost-benefit ratio that 
is larger than unity for certain sets of parameter 
values, and lower than unity for some others. Over-
all, he concludes that his analysis implies that the 
benefits of reducing GHG emissions exceed the costs 
“ if policy makers are risk averse ( . . . )  or if one 
concentrates attention on high-damage cases (espe-
cially even a slim chance of an economic catastro-
phe)’’.

The consequences of the ever increasing use of 
fossil fuels are expected to have disastrous impacts 
for millions of people. In a cost-benefit analysis, 
their suffering, translated into a monetary cost, is 
compared to the monetary benefits of fossil fuel 
combustion. If the benefits exceed the costs it is 
concluded that no reductions in emissions are war-
ranted. Such conclusions are highly controversial 
from an ethical point of view. Economists (e.g., 
Booth, 1994) and philosophers (e.g., Rawls, 1972) 
have argued that we should not be allowed to cause 
harm to others in order to increase our own con-
sumption. It is not enough as in the simple cost-be-
nefit analysis, to show that the winners cou ld  com-
pensate the losers, rather, satisfactory compensation 
must actually be paid which, for various reasons may 
be complicated, expensive and sometimes impossible 
(see Spash (1994) for a thorough discussion).

In this paper, we analyze and identify three issues 
that are crucial for cost estimates of global warming: 
the retention of C02 in the atmosphere, the present 
value of future damages and the unequal distribution 
of income. In Section 2, a functional relationship 
between the economic costs of climate change, global 
mean temperature change and atmospheric C 02 con-
centrations is discussed. We also discuss how the 
C 02 concentration in the atmosphere is expected to 
change as a function of time. The method of dis-
counting is given special consideration in Section 3, 
in which an expression for the marginal cost of 
C02-emissions is derived. In Section 4, we develop a 
method for taking into account the unequal distribu-
tion of income in the world when evaluating the 
costs of global warming. Numerical evaluations of 
our expressions are presented in Section 5, followed 
by a conclusion in Section 6.
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2. The economic costs of the greenhouse effect

The marginal cost, MClt of a unit emission of 
C 02 can be expressed as

c t  dC(mh)
Mc, = /  G(0  —r — (l )Jo
where index 1 indicates that only one group of 
income is considered, G ( t)  is the fraction of a unit 
emission of C 02 at present that remains in the 
atmosphere at time r, C(mh) is the damage function 
relating anthropogenic carbon levels in the atmo-
sphere to global costs, mh is the anthropogenic level 
of C O 2 in the atmosphere, V (t)  is the present value 
function, and T  is the time horizon of study, i.e., the 
period over which the damage is assumed to remain.

The damage function, C(mh), relating the cost of 
climate change to the anthropogenic levels of C 02 in 
the atmosphere is developed in Section 2.1. The 
expression for G it) , is developed in Section 2.2. In 
Section 3, we develop a present value function, V(r), 
appropriate for discounting costs occurring far into 
the future.

In this paper, we will not discuss the scientific 
basis for the greenhouse effect. The interested reader 
is referred to a number of consensus reports by the 
intergovernmental panel on climate change (IPCC, 
1990, 1992, 1995). Instead, we move directly into 
the economic analysis.

2.1. A fun ction al re lationship betw een dam ages an d  
the atm ospheric C 0 2-content

We assume that the damage function is given by 2 

m h( t )
(2)

m P

where C is the damage function, T(r) is the world 
income (WI) at time t, k is the fraction of WI that 
will be lost for a C 02-equivalent doubling, mh is the 
anthropogenic level of C 02 in the atmosphere, and

2 The greenhouse effect is caused by a number of different 
gases. Here we will only consider C 0 2. It is, however, possible to 
further develop the analysis to include all greenhouse gases (see 
Fankhauser, 1994).

171

m p is the pre -in du stria l level of C 02 in the atmo-
sphere. Total atmospheric contents of C 02, mtotO), 
is given by *  mp + mh(f). Presently, m h( t )  *  
160 Gton C, mp = 600 Gton C and, hence, m t0{( t )  = 
760 Gton C.

Eq. (2) is probably the simplest functional form 
relating the damage of climate change to increases in 
the atmospheric contents of C 02. It does not, for 
example, take into account the time delay between 
increases in atmospheric concentrations of green-
house gases and thermal equilibrium, nor that the 
damage is likely to be dependent upon the rate of 
climatic change.

Although simple, this damage function has sev-
eral advantages: First of all, it makes the analysis 
more transparent. Secondly, the introduction of more 
complexity does not increase the accuracy of the 
model, since uncertainties about the damage coeffi-
cient k  are so great, and since there are almost no 
studies where the damage for other C 02 concentra-
tions in the atmosphere than a doubling is consid-
ered. Thirdly, the economic cost of climate change is 
likely to be a convex function of global average 
surface temperature change. This property is cap-
tured by the damage function defined by Eq. (2), 
since the temperature increase is a logarithmic func-
tion of atmospheric concentrations of C 02. Hence 
the assumption of a linear relationship between dam-
age and anthropogenic C 02 concentrations is equiva-
lent to assuming that damage is exponentially depen-
dent upon the change in global average temperature.

A linear relationship between damage and anthro-
pogenic C 02 contents in the atmosphere has been 
used by Nordhaus (1991), Haraden (1993), Parry 
(1993) and Azar (1994a). In later work, Nordhaus 
(1993a) assumes that the damage is proportional to 
the square of the global average surface temperature 
change. Cline (1992a) assumes that damage is pro-
portional to the temperature change raised to the 
power of 1.3 in his central case. For global average 
surface temperature increases below 6°C, the damage 
function assumed here fits well with the functional 
forms assumed by Cline and Nordhaus (Azar, 1995).

Nordhaus (1993a) uses 1.33% in his DICE- 
model. Cline (1992a) finds the cost for a temperature 
increase of 2.5°C, in the range 1 -2% of the WI, and 
uses k =  1.5% as a central value. But both Cline’s 
and Nordhaus’s estimates are based on the U.S.
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economy and then assumed to be valid for the global 
economy. Ayres and Walter (1991) estimate the 
global costs related to the expected sea level rise to 
lie in the range 2.1-2.4% of global income over the 
next fifty years. Only Fankhauser (1995) and Tol 
(1995) collect data from several regions of the world 
and estimate the cost of a C 02-equivalent doubling 
at 1.4 and 1.9% of WI, respectively.3

It should be observed that these estimates for the 
costs of climate change could be criticized from 
several different points of view. They do for instance 
ignore difficult ethical dilemmas such as the minia-
turization of losses of human lives and biological 
diversity. Both Fankhauser and Tol have received 
critique for using lower values for the loss of a 
statistical life in poor regions of the world (see, e.g., 
Ekins (1995), Meyer et al. (1995), a letter in Nature 
co-signed by 38 scientists, and Pearce (1995)). By 
weighting costs with (some) function of income, this 
problem can be resolved (see Section 4).

Furthermore, the estimates seem to imply a very 
low significance of the climate for human societies. 
Agriculture is only a few per cent of the economy in 
the industrial economies. Even a large reduction in 
harvests in one such (rich) country can be replaced 
by imports at a limited economic cost. This does not, 
however, for obvious reasons, generalize to the whole 
world.

We conclude that there are great uncertainties and 
ethical controversies involved in the cost estimates. 
We nevertheless follow others in assuming k to be 
equal to 1.5% of world income. Instead, the analysis 
focuses on how this cost estimate is affected when 
costs in poorer regions are weighted with income. 
The weight factors are developed in a framework 
where the marginal cost of C 02 emissions is evalu-
ated. It is shown that the discount rate and the weight 
factors are orders of magnitudes more important for 
the final estimate of the marginal cost of C02 emis-
sions than the actual value of k.

2.1.1. Time p ersp ec tive
In this paper we have assumed that the damage 

from climate change is proportional to the increase

3 All these estimates of the cost of a COr equivalent doubling 
were originally calculated as fractions of gross world product.

in the atmospheric concentration of greenhouse gases. 
In reality, damage from global warming will depend 
on the rate of climate change, the absolute magnitude 
of climate change, and how well and quickly human 
societies will adapt to the changing climate. One 
question of particular interest is how long damage 
from climate change will remain, given that the 
atmospheric concentrations of greenhouse gases are 
stabilized.

It takes approximately a millennium to remove 
85% of the excess C02 from the atmosphere 
(Maier-Reimer and Hasselman, 1987). Thus, a unit 
emission of carbon emitted today will continue to 
cause climatic changes a thousand years into the 
future . However, it could be argued that costs 
associated with changing weather conditions (such as 
increased frequency of floods, droughts and hurri-
canes) are likely to decline once people have moved 
to places where weather conditions are not that 
adversely affected. But, since there are costs associ-
ated with migration, some people will remain in 
places with worsened weather conditions and the 
costs these people will bear must also be included.

Furthermore, large-scale migrations of people are 
likely to give rise to political and social conflicts 
which might be troublesome even far into the future. 
The historical roots important for understanding the 
conflicts in Palestine and former Yugoslavia date 
hundreds and sometimes even thousands of years 
back in time. Many conflicts in Africa and the 
Americas date back to the slave trade and the colo-
nization which began several hundred years ago.

Irreversible damage includes losses of biological 
diversity, which will remain even if the atmospheric 
concentration of C 02 would return to its pre-in-
dustrial value. In this paper we arbitrarily assume 
that Eq. (2) is valid 300-1000 years into the future 
and that no damage from climate change will occur 
after this period of time. This choice of time horizon 
may underestimate the cost of global warming since 
it neglects some irreversible aspects of climate 
change, e.g., the loss of biodiversity.

2.2. The carbon  cycle

Several authors (e.g., Nordhaus, 1991, 1993a; 
Parry, 1993; Haraden, 1993; Azar, 1994a) have used
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the following model for the atmospheric retention of 
a unit emission of C 02 at present:

G ( 0 = / 3 e ' s'. (3)
Here p  is interpreted as the immediate retention 
ratio of a unit emission, and 6 as the removal rate 
from the atmosphere. The values of p  and 8 are of 
importance to the cost analysis, but these parameter 
values cannot be determined uniquely since the re-
moval rate of excess carbon from the atmosphere is 
much more complex than Eq. (3), see (IPCC, 1990).

Instead, we use a model for the carbon cycle 
developed by Maier-Reimer and Hasselman (1987), 
which we will refer to as the MRH-model. Since 
C 02 is chemically stable in the atmosphere, its main 
sink is dissolution in the oceans. In the long run, an 
equilibrium between the atmosphere and the ocean 
will be established in which approximately 15% of 
the emitted carbon remains in the atmosphere. Note, 
however, that this fraction is not constant but in-
creases with accumulated C 02 emissions. Atmo-
spheric C 02 can also be absorbed by biomass (via 
photosynthesis) but this process will only constitute 
a net sink of carbon if the stock of biomass in-
creases. There is evidence pointing to an increased 
growth rate and carbon storage as a result of in-
creased atmospheric C 02 concentration (the so-called 
C 02 fertilization effect) but it is uncertain to which 
extent this will be true in the real world (see IPCC, 
1995, for details). The MRH model does only take 
into account the atmosphere-ocean interaction, and 
the response function for a unit emission can be 
approximated by a sum of four exponentials and a 
constant term, i.e.,

G(0-A.+ E v ,/Ti- ^ o + E ^ - l -  (4)
J j

The parameters A } and fy depend on the emission 
scenario of C 02. The higher the accumulated emis-
sions, the higher the fraction that remains in the 
atmosphere; the fraction of a unit emission that 
remains in the atmosphere when the atmosphere-oc-
ean equilibrium is established, is as high as 30% for 
an emission scenario which stabilizes atmospheric 
concentrations at twice the pre-industrial level 
(Caldeira and Kasting, 1993). We use parameter 
values for the MRH-model that correspond to rather 
low accumulated emissions (a step function increase

of the pre-industrial atmospheric C 02 concentration 
by a factor 1.25). We have, A0 *  0.131, Aj = 0.201, 
A2 = 0.321, A3 = 0.249, A4 = 0.098, = 363
years, r2 = 73.6, r3 = 17.3 years and r4 = 1.9 years 
(Maier-Reimer and Hasselman, 1987).

The more simple representation of the carbon 
cycle given by Eq. (3) could also be useful, but then 
the parameters P  and 8 should be determined by a 
least square fit to the MRH-model. Depending on the 
time perspective chosen, we get different values for 
the parameters p  and 8. This aspect was investi-
gated in Azar (1995) and we get ft *  0.4 and 8  «
0.001 for a time horizon of a thousand years and 
p  «  0.56 and 8  *  0.003 for a time horizon of 400 
years. In his DICE-model, Nordhaus (1993a) puts 
P  =  0.64 and 6 = 0.008 which is a reasonable ap-
proximation only for the first couple of centuries. 
However, over longer time horizons, Nordhaus’s 
choice significantly underestimates the atmospheric 
retention of C 02. This aspect is clearly shown in 
Fig. 1, where the retention ratio of C 02 in the 
atmosphere for the model used by Nordhaus is com-
pared with the full MRH-model.

It should be noted that a change in Nordhaus*s 
choice of representation of the carbon cycle so that it 
more accurately reflects the long-term properties of 
the MRH-model would only marginally change the 
optimal emission rate in his model since the long-
term aspects of the carbon cycle, and hence the

Fig. 1. Atmospheric retention of C 02. Plot A represents the 
MRH-model and plot B Nordhaus’s parameter values.
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long-term costs of global warming, are anyway made 
negligible by his choice of discount rate. This aspect 
has also been stressed by Price (1995).

3. The choice of discount rate

The discount rate is most often taken to be con-
stant in applied economic studies. This might be 
relevant on shorter time scales, but for longer time 
scales it is usually not. A constant discount rate 
should only be seen as a special case of the more 
general case where the discount rate is allowed to 
vary. This more general method of discounting has 
been discussed by Sterner (1994) and Azar (1995).

There are two different approaches to the choice 
of discount rate: one is based on the opportunity cost 
of capital (the marginal rate of return on investment) 
and the other is given by the social rate of time 
preference (SRTP). In an idealized economy, these 
two approaches yield the same discount rate, but in 
the real world a gap between the two exists. There 
are several reasons for this gap and they are analyzed 
at length in various references, e.g., Lind et al. 
(1982) and references therein. See also Arrow (1966), 
Bradford (1975) and Norgaard and Howarth (1991) 
for discounting in general, and Cline (1992a), Nord- 
haus (1994), Lind (1995) and Schelling (1995) for 
discounting in the context of climate change.

In this paper, we will base the discount rate on the 
social rate of time preference. It is composed of two 
components: the expectation that we will be richer in 
the future, and pure time preference. It is normally 
assumed that marginal utility is a decreasing function 
of consumption. This means that we get more utility 
for the first unit of consumption than the second, and 
so on. If income is expected to grow over time, the 
assumption of decreasing marginal utility implies 
that an additional unit of consumption AcO) at time 
t  is less worth than if it had been consumed today. 
The pure time preference is often rationalized in 
terms of impatience and uncertainty about the future 
existence of humankind.

These two reasons for discounting are made ex-
plicit in the so-called Ramsey rule,

/■(f) = 7 ( c ( / ) ) ^ j  + p (5)

where d t ) is the per capita consumption, p is the 
pure rate of time preference4 and y  is the negative 
of the elasticity of marginal utility of consumption, 
i.e.,

y ( c ) = - U " ( c ) c / U ' ( c ) .  (6)

In the literature, y  is also referred to as the 
coefficient of relative inequality aversion and the 
coefficient of relative risk aversion. Thus, the higher 
the value for y, the more risk and inequality averse 
we are. In Section 4, 5 we will vary y  in order to 
analyze the impact that this parameter has on the 
marginal cost of C 02 emissions. It will be shown 
that the higher the value for this parameter, the less 
relevant are economic models of climate change that 
do not consider the global intragenerational distribu-
tion of income.

The term y g ( t ) ,  where g ( t )  is the relative per 
capita growth in consumption, could be referred to as 
grow th  discounting; we discount an income or a 
cost, not because of its position in time per se, but 
because we expect to be richer at the time when it 
occurs. The second reason for discounting, expressed 
by the term p, could be referred to as tim e or utility  
discounting, we discount a cost or an income solely 
because its position in time, no matter how rich or 
poor we are at that time.

The present value function is given by integration 
over time of Eq. (5). We get

V ( t )  =  exp^- ^ ' [ r ( c ( r ) ) c ( r ) / c ( r )  + p] drj

e,,M
t / ' ( c ( 0 ) ) (7)

Thus if the economy stops growing, the only reason 
for discounting would be pure time preference, p. It 
should be noted that Eq. (7) is general enough to 
take into account possible reductions in per capita 
income in the future. If p = 0 and if we were to 
become poorer in the future (on a per capita basis), 
the present value function, V(f), would be larger

4 In the literature, p  is often assumed constant over time 
despite the fact that there is no compelling reason why it should 
be constant, if it is not put equal to zero.
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than unity, and this is equivalent to using a negative 
discount rate.

3.1 . Constant re la tive  risk aversion

Now, assume that the utility function is given by 
the so-called constant relative risk aversion (CRRA) 
functions, i.e.,

» (< W )- Iw " r v ( | - ’ ) ,or T>°'
V \ ln ( c ( 0 )  for 7 = 1 .

(»)
Inserting Eq. (8 ) into Eq. (7) and assuming equal 
relative growth rates in WI and global consumption 
gives us the present value function as

p(')

n o)
yf r ( Q ) V

U(') (9)

Here P ( t )  represent the global population at time t.

3.2 . N um erical calcula tions

In Fig. 2, we have plotted the present value 
function for four different cases: in two of them, the 
discount rates are constant over time, and we get 
exponentially decaying present value functions; in 
the other two we have put the pure rate of time 
preference equal to zero and the present value func-
tion is declining solely because one is expected to 
get richer in the future (but with declining growth

Fig. 2. The present value function. In plots A and B the discount 
rates are constant and equal to 1% per year and 5% per year, 
respectively. In plots C and D, we have assumed per capita 
consumption to grow logistically, and put the rate of time prefer-
ence equal to zero. In both plot C and plot D the initial per capita 
growth rate in consumption is equal to 3% and the final per capita 
consumption is five times higher than the initial per capita con-
sumption. The difference between plot C and plot D is explained 
by the different values for y  in plot C, y  *  1 and in plot D, y  *  2. 
The initial discount rate in case C is given by the per capita 
growth rate, i.e., 3%/year. The discount rate in case D is twice 
the discount rate in case C.

rates over time). Note the drastic impact that the two 
different methods of discounting have in the long 
run. This is extremely important for problems like 
global warming.

Another way to illustrate the effects of declining

Table 1
Share of first century in the value of a thousand years of constant costs

Growth pattern Growth parameter * Carrying capacity a p — 0% p =■ 0.1% p -  1.0%

Logistic (decline) 3% 0.5 8.6% 13% 58%
None 0 1 10% 15% 63%
Logistic 3% 2 13% 19% 70%
Logistic 3% 10 30% 40% 87%
Logistic 5% 10 24% 33% 85%
Logistic 3% 100 75% 82% 97%
Exponential 3 % X 95% 95% 98%
Exponential 5 % X 99% 99% 100%

* The logistic growth function is defined by Eq. (21). The growth parameter is given by a Y and the carrying capacity is given by fx. The 
carrying capacity is expressed as a factor of the present WI. Note that the growth parameter is not equal to the growth rate. The growth rate 
with a carrying capacity of twice the present income and a growth parameter of 3% will actually be 1.5%! The growth rate when the 
carrying capacity is half the present income is negative. In the calculations above, the marginal elasticity of utility y  is put equal to unity 
and the population growth is put equal to zero.
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discount rates, is to calculate how we value the first 
century’s costs as a fraction of total costs throughout 
the next thousand years. Table 1 summarizes the 
effect of choosing different carrying capacities (max-
imum values for WI) and growth parameters on the 
way we value the share of first century in a millen-
nium of constan t annual costs. The second row, 
third column, gives us a good starting point: With 
zero growth and zero rate of pure time preference we 
would simply value the first century at its share of 
the whole millennium: one tenth. If we combine this 
steady state with time preference then the share of 
our attention focused on the first century increases to 
15% with 0.1%/year and all the way to 63% with 
1%/year pure time preference. Thus a time prefer-
ence of just 1%/year means that the first century is 
valued higher than the remaining nine centuries 
(which share a total of 37%).

Proceeding down through the table we see that the 
higher the final carrying capacity the greater the 
share in the present value accorded to the first 
century. The last two rows have exponential growth 
which can be seen as a special case of logistic 
growth but with an infinite carrying capacity. The 
results in these rows thus show the values obtained 
with ‘ordinary’ discounting at various rates (3, 3.1, 
4, 5, 5.1 and 6 %). They imply a virtual cut-off after 
a hundred years leaving no value to the last 9 
centuries.

The very first row of Table 1 merits special 
mention: it illustrates the assumption that we have 
already overshot the Earth’s carrying capacity and 
face a reduction in the scale of economic activity to 
half its present value. This is the situation in which 
the discounting logic works in reverse (negative 
effective discount rates). In this case we will get 
poorer in centuries to come and therefore a constant 
annual cost would be a greater problem in the distant 
than in the near future. For p  = 0, the last 9 centuries 
of our millennium would thus account for more than 
their proportional share 91.4% while the first century 
would only account for 8 .6 %. As soon as we add 
pure time preference however we are back to the 
more customary habit of valuing the near future 
much higher than the distant one.

Finally, the attentive reader of Table 1 may ask 
why the figures of the 5 th row are lower than those 
of the 4th. It might seem counterintuitive that higher

initial growth would give a lower share to the first 
century, contrary to our results for exponential growth 
(see rows 7-8) but is explained by the characteristics 
of logistic growth: the final level is the same (ten 
times the present) but with 5% it is attained faster so 
that in the first century there will be higher income 
levels. After two centuries income levels are practi-
cally the same. Thus the first century will be more 
heavily discounted relative to the rest with 5% than 
with 3% growth parameters.

3.3. Pure time preference

Individuals may have a pure time preference. An 
individual might for example prefer 100 USD today 
to 120 USD next year (even if the inflation rate 
would be zero). This can however not be taken as an 
argument that this individual’s pure rate of time 
preference is 2 0 % or more for all issues and all time 
periods. He or she might at the same time be very 
concerned about environmental impacts of radioac-
tive waste that might occur hundreds of thousands of 
years from now. This can be taken as an argument 
that individual pure rates of time preference are not 
constant for different types of issues and for different 
time periods.

Rawls (1972) has argued that it is irrational for an 
individual to use a pure rate of time preference. But 
even if individuals would have a positive pure rate of 
time preference, it does not imply that society should 
have a positive pure rate of time preference. One 
reason is that the probability that each individual will 
die, is much higher than the probability that a whole 
society or the entire humankind will go extinct. 
Another is that individuals might be impatient 
whereas impatience on behalf of society as a whole 
is much more questionable.

The choice of pure time preference is a question 
of value judgements. At a societal level there is no 
good ethical justification for using a pure rate of 
time preference larger than zero. This position has 
been taken by several economists and philosophers, 
such as Sidgwick (1907), Ramsey (1928), Spash and 
d’Arge (1989), Broome (1992), Cline (1992a), Solow 
(1992), Eriksson (1994) and others.

Nordhaus (1993b) writes that “ most economists 
and social philosophers find it hard to defend a pure 
rate of time preference above zero in the abstract,
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although the contingency of future generations has 
been used as a justification for discounting the dis-
tant future” . On the other hand, the contingency of 
future generations could only justify very low values 
for the pure rate of time preference.

Nevertheless, Nordhaus uses 3%/year in his 
DICE-model. He defends this value on the basis of 
the observed ‘historical savings data and interests 
rates’ (Nordhaus, 1992, p. 15). But, as discussed 
above, the fact that individual market behavior re-
veals values for the pure rate of time preference in 
the order of a couple of percent, cannot be translated 
into an argument for society to use a pure rate of 
time preference larger than zero.

Furthermore, the ‘historical’ records refer to a 
time period of a couple of decades. They might 
apply to the last century, but this has been a period 
of exceptional growth and is not suitable for fore-
casting rates over the next centuries, which is the 
time period relevant for the greenhouse effect.

Since the observed historical or the projected 
market interest rates consist of both pure time prefer-
ence and the expectation that we will be richer in the 
future, the discount rate used in economic models of 
climate change should be lower than the projected 
market discount rate, if one believes that the pure 
rate of time preference should be put equal or close 
to zero.

The use of a lower discount rate than that ob-
served, could be seen as a way of internalizing a 
market failure. Since future generations are not pre-
sent in the market, their demand for various goods, 
including a stable climate, is not properly expressed. 
Thus putting the pure rate of time preference equal 
to zero when intergenerational matters are at stake, 
would be a way of getting prices right (for humanity, 
not just the present generation).

3.4. Pure rate o f  ‘d is ta n ce ’ preferen ce  -  an an alogy

The main argument for the use of a positive pure 
rate of time preference is that this is what individuals 
use in market transactions. In analogy, this argument 
could be used for the introduction of a pure rate of 
‘distance’ preference since it is also true that individ-
uals tend to care more for their relatives, their neigh-
bors and their countrymen, than for people living in
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distant countries. A social planner would then define 
his global instantaneous welfare function by

W = E e - ^ t / X c , ) ,  (10)
/

where x, is the ‘distance’ (spatially, culturally or 
socially) to individual i and k d is the rate of distance 
preference, i.e., the factor determining how much we 
should discount remote people’s utilities per unit of 
distance. One can only imagine the reactions the 
discounting of distant people would have if it had 
been inserted into economic optimization models, for 
example models dealing with the cost of global 
climate change. The only value for kd, the pure rate 
of ‘distance’ discounting, that everybody (now liv-
ing) would agree on is zero. In the same manner, one 
could say that the only value for the pure rate of time 
preference, that everybody (now living plus unborn) 
can agree on is, once again, zero (Rawls, 1972). The 
sole reason why the discounting of future utility, but 
not distant utility, can prevail is that future genera-
tions are not around to claim their rights.

3.5. C onclusions

Now, we have developed the three functional 
relationships needed in order to calculate the marginal 
cost of C 02 emissions. We insert Eqs. (2), (4) and 
(9) into (1) and get the following expression for the 
marginal cost of C 02 emissions.

* / r(o) W

X e ~ p'd / .  (11)

We note that the cost is independent of the trajectory 
of C 02 concentrations in the atmosphere, even if 
damage is assumed to be non-linear in temperature 
change. Furthermore, we note that for y «  1, which 
corresponds to a logarithmic welfare function, the 
expression becomes independent of future growth 
scenarios. Eq. (11) is numerically evaluated in Sec-
tion 5.

4. Considering the unequal distribution of income

In the analysis carried out so far, we have as-
sumed that all citizens of the world are average 
citizens, in the sense that they are all equally rich
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and that they will be affected equally by global 
warming. In reality, climate change will occur in a 
world where some countries are rich and others are 
poor. Furthermore, the poor countries are not only 
expected to suffer the most severe consequences of 
global warming, they are also, due to their lack of 
financial resources, less capable of coping with cli-
mate change.

In this section, we will therefore take unequal 
income distribution explicitly into consideration. This 
can be done in a fashion that is exactly analogous to 
the approach taken in Section 3, since we there used 
the fact that future generations are expected to be 
richer as an argument for discounting the value of 
costs that befall them. The reason is decreasing 
marginal utility of money and for the same reason 
we can argue that a given (say one dollar) cost which 
affects a poor person (in a poor country) should be 
valued as a higher welfare cost than an equ ivalen t 
cost affecting an average O EC D  citizen. Note that 
even with optimistic growth scenarios the average 
Bengali citizen is likely to be poorer in 50 or even a 
100 years than the average North American today so 
that conventional discounting of his/her future costs 
would not be valid.

Such weighting of costs is not necessary if those 
who will suffer the consequences of climate change, 
are compensated. But since it is likely that no com-
pensation will be paid,5 it is necessary to weight 
individual costs with respect to (individual) income 
to obtain some measure of the aggregate welfare 
loss. This is in principle recognized in welfare eco-
nomics, but it is generally not done in the context of 
climate change. Two exceptions here are Ayres and 
Walter (1991) and d’Arge and Spash (1991).

Nordhaus (1994, p. 55) writes that a difficult 
issue in his own calculations is “ the assumption that 
a dollar loss in a low-income country is the same as 
a dollar loss in a high-income country” . Also Cline 
(1992a, p. 85) recognizes that this aspect is impor-
tant, but without including it in the analysis. The 
methodology developed below is based on Azar 
(1994b).

5 In many cases it will not even be possible to compensate 
victims of climate change. This aspect has been stressed by Spash 
(1994).

4.1. F orm al approach

Here we develop the weight functions that will be 
used when aggregating the costs across different 
regions (with different income). We assume, for 
simplicity, that there are only two regions, one rich 
and one poor, and that the income in each region is 
equally distributed. The two groups will be denoted 
by r and p, respectively. Furthermore, we denote the 
population in each region by Pr(f) and Pp(f). The 
individuals in each group are identical, and the per 
capita income in each group is given by >;(/) and 
yp(r), respectively.

The aggregate welfare function, W (t) , can be 
written as a sum of the utility functions, u( >’(/)), 
multiplied by the population in each region, viz.

W(, )  = p ,( ' ) “ (> ’' ( < ) ) +  Pp( 0 “ { y e( ' ) ) '  (12)
Note, that the level of income in each region is the 
projected income when the impact of climate change 
has been taken into account. H ere we want to  evalu -
ate how  g lo b a l welfare w ill change i f  an additional 
unit o f  C 0 2 is re leased  to the atm osphere. This 
change in welfare w ill then be con verted  into m one-
tary terms.

Let dCr(f) and dCp(0  denote an infinitesimal 
damage at time t in region r and p, respectively, due 
to an infinitesimal emission of C 02. dm0, at present, 
t =  0. Then, the corresponding per capita damage in 
each region is given by d C T( t ) / P T( t )  and 
dCpO )/PpO), respectively, and we can express the 
marginal change in welfare at time f, as

dW(r)

d m 0

'dCr( 0  d C J t )  /

dmn

(13)

Now, we want to convert this expression for the loss 
of welfare into monetary terms. This can be done in 
several different ways. Here, we take the approach 
that Eq. (13) should be normalized by the marginal 
utility of income in the rich world at present. The 
main reason for this is that estimates of the costs of 
reducing the emissions are generally expressed in 
‘OECD-dollars’, so our choice is necessary if we
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want to compare our results with studies of the cost 
of reducing the emissions that are borne by the 
industrial countries.

An alternative way of converting Eq. (13) into 
monetary terms would be to normalize it with the 
marginal utility of global average income. This ap-
proach was taken by Azar (1994b), and it implies 
that the costs in the rich world would be weighted 
with a factor lower than unity and, hence, signifi-
cantly lower aggregate cost estimates would be ob-
tained (a factor of 37, given the distribution of 
income assumed below). However, this approach is 
less useful since the result of such a calculation 
would not be directly comparable to the costs of 
reducing the emissions in an industrialized country 
(since these costs are unweighted).

Dividing equation (13) with the marginal utility of 
income in the rich region at present, gives the pre-
sent value of the weighted marginal cost at time t  
due to a unit emission at present, Vc ( t \  as

Vc ( 0

_ ' dc,(Q «'(>v(0) , dCp(0 “ (>‘p(0) 1_ 0,
dm o « '(> v(°)) d ">o «'(>V(0) ) ]

(14)

where the term in the bracket is the weighted sum of 
the marginal cost in the two regions at time /, and 
the subsequent factor is the present value function in 
the rich world.

Note, that this method of weighting costs is gen-
eral enough to take into account possible changes in 
the global distribution of income. Assume, for in-
stance, that global income would become equally 
distributed when the damage from climate change 
will occur at time t > r,, i.e., yr(f) = y p( t )  for f > r,, 
then weighting would obviously be unnecessary. 
Costs could be calculated as the sum of the un-
weighted costs in the two regions and discounted by 
the present value function in the rich world, and this 
is exactly what one obtains from Eq. (14).

Now, integration over Eq. (14) yields the general-
ized marginal cost of C 02 emissions, viz.,

MC2= f TVc ( t ) d t  
Jo

_ rrUc, ( t )  S(yt(t)) 
o dm0 «'(?,(<))) 

dCD(/)  u'(yJi))
+ — ^ - T ^ T T T  e -" d f. (15)

d«o « yt(0) V

where the pure rate of time preference has been 
included for the sake of generality.

Eq. (14) can be rewritten as

vc(0
dCf(t)  u’(yr(t))

dm0 ^ ( O ) ) 6

, M,U ( ° ) ) [ dcp(0 " ^ ( 0 )
" ' ( > ’r ( ° ) )  [  d ' ” 0 « ' ( . V p ( 0 ) )  |

(14')

where each term can be interpreted as the present 
value of the marginal cost at time r in each region 
and the factor in front of the bracket in the second 
term is the weight factor converting losses in the 
poor region into their ‘rich world equivalents’.

Eq. (14) can also be rewritten as

vc(0 d C . ( 0  t “ ' ( > v ( f ) )  d C p ( ' )

d m 0 « ' ( . V r ( ' ) )  d m <>

X 4 x ( 0 )  ,
«'U(o)) (14”)

Here index 2 denotes that weighting has been done, 
and that two different groups of income have been 
included. Eq. (15) is easily generalized into N  groups 
of income, and, since the distribution of income is 
highly skewed also within the rich and the poor 
countries, such a generalization would further in-
crease the cost estimates.

We assume, in analogy with Eq. (2), that the 
marginal damage is proportional to the level of 
income and the fraction of a unit emission of C 02 
that remains in the atmosphere at time /, and we 
assume further, for illustrative purposes, that the 
proportionality factor is the same in each region, viz.

d C , ( 0

d m o

k
— U ' )
m p

d w h( 0

d m Q
—  YM G (t ) ,
mp

(16)

where index i = {r, p); Yt represents the aggregate 
income in region r or p, respectively, and k is the 
fraction of aggregate income that is lost for a C 02- 
equivalent doubling and it is assumed to be equal to 
1.5%. The function G(r) is defined by Eq. (4).
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The assumption that the same fraction o f income 
is lost in each region may imply an underestimate of 
the importance of the unequal distribution of income, 
since k is likely to be larger in poor countries, e.g., 
Bangladesh, than in richer countries, e.g., Sweden. 
The reason for expecting higher losses in poorer 
regions, at least as a fraction of total income, is that 
developing economies are more vulnerable to cli-
mate variability (e.g., a larger share o f their economy 
is directly exposed to climatic events). However, 
even under the (optimistic) assumption that poorer 
countries will not be affected harder than richer 
countries, on a relative basis, it is shown that distri-
butional considerations are important.

Assuming CRRA-utility functions (given by Eq. 
(8)) and inserting Eqs. (4) and (16) into Eq. (15), we 
get the generalized marginal cost o f C 0 2 emissions 
as

k
M C 2 =  —

m p

x[sl"T(0p,T(0 + n,' r(0 T O K
(17)

Finally, we note that if the per capita income in the 
two groups were identical, then Eq. (17) would be 
reduced to the case where the distribution o f income 
has not been taken into account.

5. Scenarios, parameter values and results

We have chosen the following logistic growth 
scenarios for the world population and for WI:

p(t)
p*

l + [ ( ' W o ) / ' ’o ] - e x p ( - V ) ’
(18)

and

Yx

K ( , ) =  1 +  [ ( K  — r0) /Y0] ■ e x p (~aYt) (19)

Here, ap and aY are the growth rates for small 
populations and small WI, respectively, and Px and 
yx are the global population and WI at infinite time, 
respectively, and P0 and Y0 the corresponding popu-
lation and WI at the present time.

Parameter values for population growth are taken 
from Nordhaus’s DICE-model: 0p =  O.O2, P0 = 5.1 
billion and Px -  10.6 billion people (Nordhaus, 
1993a). For the gross world product (WI), we as-
sume T(0) =  2 • 1013 U S D /y ea r, Yx =  8 • Y0 and aY 
=  0.03, which makes the initial growth rate in WI 
equal to 2 .6% /year.

We assum e that the populations in the rich group 
and in the poor group can be written as constant 
fractions o f the total population, i.e., PT(t) =  xtP{t) 
and Pp( t ) - x pP(t). The fractions xt and xp can be 
assumed constant without loss of generality, since 
we can always vary the income levels in the different 
groups. Here we put xT =  0.25 and x p =  0.75. As-
sume, further, that the total income in the different 
groups can be expressed as time dependent fractions 
o f aggregate global income. We put Yr(t) =  zr(t)Y(t) 
and Yp(t) «  zpO)K (f).

We use three different scenarios for the global 
distribution o f income (see Table 2). In the first, 
inequalities grow over time, in the second inequali-
ties remain as they are today, and in the third 
scenario inequalities are reduced and eventually dis-
appear.

Finally, we vary y  in the range 0 ^  y < 3. Empir-
ical studies find y centered in the range 1 <  y < 2 
(see, e.g., Blanchard and Fischer (1989) and Auer-
bach and K otlikoff (1987)), but we include a wider

Table 2
Scenarios for the global distribution of income

Scenario Income in the poor world

A. Inequality increases
B. Inequality unchanged
C. Inequality decreases

decreases from 25% to 15% of global income 
remains constant at 25% of global income, 
increases from 25% to 75% of global income

0.15 +  O.lOe-001' 
0.25.
0.75 — 0.5e"° °2'

a Note that zr(/)  =  1 - p(f). We have assumed that 75% of the global income is presently consumed by the richest fourth of the global
population.
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Tabic 3
The marginal cost of C02 emissions a

The pure rate of time preference, p.
09fc/year 0.1%/year 1%/year 3%/year

The marginal cost of C02 emissions, MC, 85-200 75-140 32-33 13-13
The marginal cost of C02 emissions, MC2 260-590 230-410 95-98 39-39

a In USD/ton C. The lower value in each box corresponds to a time horizon of 300 years, the upper value to a time horizon of 1000 years. 
In the first row, the distribution of income is not taken into account. In the second row, we have included this aspect, and assumed that the 
distribution of income remains constant over time, i.e„ we have used scenario B. The calculations have been carried out for a logarithmic 
utility function, i.e., the negative of the elasticity of marginal utility, -y, is put equal to unity.

range for illustrative purposes. Cline (1992a) uses 
y *  1.5 and Nordhaus (1993a) puts 7 = 1 . Values for 
the parameters T *= 300 years, p = 0, k = 1 .5%, mp 
*  600 Gton C and the fraction of a unit emission at 
present that remains in the atmosphere at time r, 
GO), are given and motivated earlier in the paper.

5.7. Results

In Fig. 3, we plot MC, and MC2 as a function of 
y  for three different scenarios for the distribution of 
income (A, B and C, see Table 2). The curve for the 
marginal cost of C 02 emissions in the case when no 
distribution of income has been taken into account is 
denoted by D.

Fig. 3. The generalized cost of a unit emission of C02 is plotted 
as a function of y  in four cases. In plot A, B and C, the inequality 
situation is worsened, unchanged, and improved, respectively. In 
plot D, income distribution is not considered. The higher the value 
for y t the higher is the discount rate, but also the inequality 
aversion.

We see that the marginal cost, MC,, is a decreas-
ing function of y. This is due to the fact that higher 
values for y  imply higher discount rates. But we also 
see that when considering the global distribution of 
income in the calculations, higher values for y  will 
offset this dependence, since higher values for y  also 
imply a higher degree of inequality aversion.

Finally, we note that the cost estimates coincide 
for y = 0 and this is explained by the fact that 
whenever 7  *  0, which is equivalent to a utility 
function that is linear in income, the discount rate 
becomes zero and the weight factors equal to one. 
For a constant distribution of income (and the as-
sumed values in case B), the ratio between MC2 and 
MC, is given by 0.75 + 0.25 • 97. For 7 = 1, this 
means that our weighting procedure increases the 
total cost estimate by a factor of 3, which means that 
the cost of a C 02 equivalent doubling could be 
expressed as 4.5% of WI.

One important implication for policy analysis is 
that the higher the value for 7 , the less valid are the 
policy conclusions obtained from models where no 
distribution of income has been taken into account. 6

5.2. Pure rate of time preference and the time hori-
zon -  a sensitivity check

The marginal cost of C02 emissions is also evalu-
ated for different values of the pure rate of time

6 In a comment to the critique that has been directed towards 
Nordhaus’s use of a pure rate of time preference equal to 3%/year, 
Nordhaus (1993a) writes that while lowering the value of the pure 
rate of time preference and at die same time increasing the value 
of the coefficient of inequality aversion so as to keep the (initial) 
discount rate unchanged, only modest changes in the optimal 
policy occurs. This procedure is however questionable because of 
the observation above that the higher the value for y , the more 
important it is to take into account the distribution of income.
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preference (see Table 3). It is shown that the value of 
the pure rate o f time preference is of crucial impor-
tance for the cost analysis.

It is clearly shown that the choice of time horizon 
becomes very important for low values for the pure 
rate of time preference, whereas it does not influence 
the cost analysis at all for p =  3% /y e a r . This means 
that more research should be put into evaluating the 
costs associated with the long-term consequences 
associated with climate change.

6 . Conclusions

In this paper we have discussed some aspects of 
how to calculate the marginal cost of C 0 2 emissions. 
This is such a large issue that it cannot in its entirety 
be covered in one paper. We have for instance not 
made any estimates of our own o f the economic 
damage caused by increasing C 0 2 levels in the 
atmosphere. On this point, we have accepted the 
conventional estimates in spite of the fact that they 
do not take into account the risk of truly catastrophic 
developments. W e have instead concentrated on three 
issues: firstly, the retention of C 0 2 in the atmo-
sphere, secondly the method for discounting future 
costs and thirdly the unequal distribution of world 
income.

W ith regard to the retention of carbon in the 
atmosphere we note that the parameter values used 
by Nordhaus (1993a) imply that the atmospheric 
retention of an additional unit of carbon is practically 
negligible after a couple o f hundred years which is 
not consistent with the ocean-atmospheric models of 
the carbon cycle. Instead, we use a model by Maier- 
Reimer and Hasselman (1987) which better captures 
the long-run aspects of the carbon cycle.

W ith respect to discounting we show that there is 
no rationale for a constant discount factor. Instead 
we decompose the discount rate into its two compo-
nents: pure time preference and the results of eco-
nomic growth. We argue that the pure time prefer-
ence should be zero or very low and thus that 
economic growth is the main reason for discounting 
future costs and benefits. In the very long run with 
which we are dealing here, we expect the rate of 
economic growth to decline as the world economy 
reaches some level of sustainable activity (which

may be above or below the current level but is 
definitely not infinite which is the reason why expo-
nential growth cannot go on forever). Taken together 
these two factors imply that the discount rate will 
fa ll  over time and we show that this will increase the 
aggregate cost o f  global warming very considerably.

In Section 4, we discussed the impact of the 
unequal distribution of global income on the cost 
analysis. The world was divided into two regions, 
one rich and one poor, and we conservatively as-
sumed the damage of climate change to be propor-
tional to the income in each of the two regions. It 
was shown that the unequal distribution o f income in 
the world has a considerable impact on the cost 
analysis. This conclusion is further reinforced if the 
damage proportionality factor is assumed to be higher 
in the poorer countries and if the world is divided 
into more than two regions (since that would capture 
the unequal distribution of income within the devel-
oping countries).

For a logarithmic utility function and a time 
horizon in the range 300 to 1000 years, we estimate 
the marginal cost o f C 0 2 emissions to lie in the 
range 2 6 0-590  U S D /to n  C, when costs occurring in 
the poor regions of the world are weighted by the 
inverse o f income. These estimates are significantly 
higher than Nordhaus’s estimate of 5 U S D /to n  C 
(Nordhaus, 1993a). This difference is almost entirely 
due to the fact that we have weighted costs in poorer 
regions so that they more properly reflect actual 
welfare losses in these regions, that we have put the 
pure rate of time preference equal to zero whereas 
Nordhaus uses a value of 3 % /y ea r (see Table 3), 
and a more accurate model of the carbon cycle.

The marginal cost of C 0 2 emissions estimated in 
this paper is large enough to motivate strong reduc-
tions in the use o f fossil fuels. Estimates o f the 
marginal cost of C 0 2 reduction vary greatly depend-
ing on the methodology of calculation (top-down 
versus bottom-up). Nordhaus (1993a) uses a top- 
down approach, which gives much higher estimates 
than the bottom-up approach, and estimates the 
marginal cost of C 0 2 reduction to be zero initially 
and then to rise steadily to 200 U S D /to n  C for a 
reduction of 3 Gton C /y e a r  (which corresponds to 
around half of the present emissions). Much lower 
costs are reported by bottom-up modelers. See Grubb 
et al. (1993) and Wilson and Swisher (1993) for
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well-written surveys of the costs of reducing CO-, 
emissions. Hence, even when comparing with the 
higher range estimates of the costs of reducing C 02 
emissions, our calculations show that economic con-
siderations can motivate large reductions of the global 
emissions of C 02.
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Abstract. The artifice of an infinitely-lived representative agent is commonly invoked to balance 
the present costs and future benefits of climate stabilization policies. Since actual economies are 
populated by overlapping generations of finite-lived persons, this approach begs important questions 
of welfare aggregation. This paper compares the results of representative agent and overlapping 
generations models that are numerically calibrated based on standard assumptions regarding climate- 
economy interactions. Under two social choice rules -  Pareto efficiency and classical utilitarianism 
-  the models generate closely similar simulation results. In the absence of policies to redistribute 
income between present and future generations, efficient rates of carbon dioxide emissions abatement 
rise from 15 to 20% between the years 2000 and 2105. Under classical utilitarianism, in contrast, 
optimal control rates rise from 48 to 79% this same period.
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1. Introduction

Overlapping generations models have emerged in recent years as an important 
framework in the theory of environmental management (Burton 1993; Mourmouras 
1993; Marini and Scaramozzino 1995). A broad range of policy issues -  natural 
resource scarcity, biodiversity conservation, ozone depletion, and climate change -  
involve both long term horizons and an asymmetric distribution of costs and bene-
fits between present and future society. Overlapping generations models clarify 
the conceptual issues that surround such problems by drawing a clear distinction 
between intertemporal efficiency and intergenerational fairness as criteria for social 
choice (Howarth and Norgaard 1995).

Substantial progress has been made in the analysis of numerically calibrated 
overlapping generations models (Auerbach and Kotlikoff 1987). Applied studies of 
global environmental change, however, remain strongly focused on the representa-
tive agent model pioneered by Frank Ramsey (1928). In Ramsey models, the utility 
or welfare of a fictional infinitely-lived agent is discounted relative to the present to 
obtain a compressed representation of individual choices and/or social preferences 
concerning the distribution of welfare between present and future generations.

The factors favoring the use of representative agent models in policy analysis 
are both historical and computational in nature. Historically, representative agent 
models played the dominant role in the development and pedagogy of the theory
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of economic growth. Overlapping generations models, in contrast, have generally 
been limited to the consideration of special topics that cannot, in principle, be 
addressed in models lacking age-structured populations (Blanchard and Fischer 
1989, ch. 3). Computationally, representative agent models allow the great conveni-
ence of characterizing competitive equilibria using the streamlined methods of 
dynamic optimization. This practice is premised on the correspondence between 
efficient resource allocations and competitive equilibria that is central to welfare 
economics.

Despite their comparative familiarity and convenience, however, representa-
tive agent models are grounded on a transparently false depiction of human 
demographics. Since actual economies are characterized by successive cohorts of 
finite-lived persons, representative agent models are at best a heuristic device for 
describing the behavior of more complex systems. And since theoretical studies 
have shown that overlapping generations models can exhibit behavioral patterns 
that are qualitatively different from those generated by seemingly homologous 
representative agent specifications (Geanakoplos 1987), the use of representative 
agent models in policy analysis would seem to require careful justification.

One approach to this problem is to consider the conditions under which 
representative agent models provide an exact replication of the behavior of corres-
ponding models with overlapping generations. Howarth (1996), for example, 
considers the links between representative agent and overlapping generations 
models in the analysis of climate stabilization policies. He finds that representa-
tive agent models may be used to describe optimal paths for aggregate economic 
variables (consumption, investment, and greenhouse gas emissions) if:
(1) Individuals are time-neutral with utility functions that are logarithmic in 

consumption
(2) Decision-makers seek to maximize a social welfare function in which the 

relative weights attached to the well-being of successive age cohorts decline 
geometrically from generation to generation.

Under these conditions, the utility discount rates of representative agent models 
capture the degree of altruism present decision-makers hold towards future genera-
tion.

A second approach is to show that representative agent and overlapping 
generations models yield closely similar numerical results in cases where exact 
correspondence theorems are generally invalid. This approach acknowledges the 
information losses that arise when aggregate models are used to simulate the 
behavior of heterogeneous agents (Kirman 1992). Such losses, however, are offset 
by the gains in simplicity and tractability associated with the representative 
agent framework. These approximation errors, if putatively small, might safely be 
ignored in the process of model building and interpretation.

Manne (1996) and Stephan et al. (1997) compare the performance of represen-
tative agent and overlapping generations models that are numerically calibrated to 
simulate climate-economy interactions in a competitive intertemporal economy. 
Manne characterizes the efficient policy choices that arise when rates of time
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preference are chosen to replicate expected rates of economic growth. Stephan et 
al. (1997), in contrast, examine the consequences of two policy regimes -  a laissez 
faire baseline and a case where a 100% ad valorem tax is levelled against fossil 
fuels -  in a setting where agents make myopic short-run decisions. Both studies 
conclude that representative agent and overlapping generations models yield 
similar results when calibrated to produce similar rates of capital accumulation.

The present analysis extends these results based on an overlapping genera-
tions model of climate change and the world economy constructed by Howarth
(1998). The analysis confirms the finding that representative agent models may, 
under certain conditions, be used to guide environmental policy choices when such 
models are suitably calibrated and interpreted. In this setting, however, the pure 
rate of time preference as it arises in representative agent models has no natural 
interpretation. The appropriate choice of this parameter requires explicit appeals to 
the distinction between individual time preference and social preferences concern-
ing intergenerational distribution as captured in overlapping generations models 
(Burton 1993).

Moreover, the analysis concludes that representative agent models provide only 
partial insights regarding the policies required to support optimal resource alloca-
tions as competitive equilibria. Although such models may be used to approximate 
the Pigouvian taxes necessary to internalize the social costs of greenhouse gas 
emissions, they shed no light on the policy instruments required to achieve an 
optimal distribution of welfare between present and future generations. These 
results suggest a continued role for overlapping generations models in the climate 
change policy debate.

2. The Model

The analysis begins with a summary of Howarth’s (1998) overlapping generations 
model of the links between climatic systems and the global economy. This model, 
which represents the interplay between producer behavior, consumer behavior, 
and government policies in a competitive market setting, is numerically calibrated 
to match the core empirical generalizations of Nordhaus’ (1994) Managing the 
Global Commons. Since Nordhaus’ work is perhaps the best-known and most cited 
contribution to the literature on the economics of climate change, this approach 
ensures that the results described here are comparable with those of other studies. 
For a discussion and critique of Nordhaus’ empirical analysis, see Howarth and 
Monahan (1996).

2 . 1 .  P r o d u c t i o n  p o s s i b i l i t i e s

An aggregate consumption-investment good is produced at a sequence of dates t 
= 0, 1 , . . . ,  t. Time is measured in 35-year increments beginning in the year 2000. 
The time horizon is taken to be long but finite (f —► oo), capturing the prevailing
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notion that social and economic systems will one day be extinguished through a 
large asteroid collision or the eventual exhaustion of the sun.

Gross world output at date t (Yt) is determined by inputs of capital (Kt) and 
labor (Nt) according to the Cobb-Douglas production function:

Y, = AtK?25N ?15. (1)

Output is measured in trillion dollars per period;1 the capital stock is meas- 
ured in trillion dollars with an initial value of $56 trillion; and labor inputs are 
indexed in terms of total human population, measured in billions of persons. The 
output elasticities attached to capital (0.25) and labor (0.75) capture the stylized 
fact that labor income accounts for some three-quarters of economic activity. In 
this specification, At is a parameter that captures changes in the level of total 
factor productivity over time. Production is divided between consummation (C,), 
investment, and capital depreciation so that:

Ct +  Kt+\ =  yf +  (1 — 0.1)35AT(. (2)

The capital stock depreciates at the rate of 10%/year.
Total factor productivity is represented by the equation:

At =  (235 -  142(0.739)')

*(1 -  0 .0133(r,/3 )2)

*(1 -  0.0686(1 -  £ , / £ 0,)2'89). (3)

The first term in this expression captures exogenous technological change which, 
all else being equal, leads productivity to improve by 153% over the long term 
with an initial growth rate of 1.1%/year. In the second term, Tt represents the 
increase in mean global temperature relative to the preindustrial norm, measured in 
degrees Celsius. Climate change imposes damages on the world economy that are 
proportional to the square of the temperature increase caused by human activities. 
A 3 °C temperature change reduces gross output by 1.33%.

The final term in the total factor productivity equation captures the cost of 
efforts to control carbon dioxide emissions, the principal cause of human-induced 
climate change. In the absence of abatement measures, carbon dioxide emissions, 
measured in billion tons-carbon per period, increase in proportion to economic 
activity according to:

E0t = (0.181 + 0 .1 8 9 (0 .6 2 2 ) ')^ . (4)

The emissions/gross output ratio falls by 51% over the long run with an initial 
growth rate of -0.55% /year. In equation (3), Et measures actual carbon dioxide 
emissions so that 1 — Et/Eot measures the rate of emissions abatement relative to 
uncontrolled levels. Emissions abatement is costly undertaking that reduces gross 
output by 0.93% for a 50% control rate. These costs rise to 6.86% of gross output 
with the total elimination of emissions.
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The final step in the description of production possibilities involves the 
impact of current carbon dioxide emissions on future climatic conditions. The 
model assumes that the atmospheric stock of carbon dioxide, measured in billion 
tons-carbon, is determined by the recurrence relation:

Q,+i -  590 =  0.64E, +  (1 -  0.00833)35( e ,  -  590). (5)

In this equation, 64% of carbon dioxide emissions remain in the atmosphere with 
the passage of one time period. The preindustrial carbon dioxide stock is 590 
billion tons-carbon, while quantities in excess of this baseline level are removed 
from the atmosphere at the rate of 0.833%/year. The atmospheric stock of carbon 
dioxide in the year 2000 (the initial period of the analysis) is set equal to 784 billion 
tons-carbon.

The model assumes that carbon dioxide concentrations are related to changes in 
mean global temperature by the equation:

Tt =  (5.921og(G,/590) +  F,)/1 .41. (6)

In this expression, temperatures increase logarithmically with carbon dioxide 
concentrations, while a doubling of concentrations relative to preindustrial norm 
causes a 2.91 °C temperature increase in the absence of other factors. The 
parameter Ft captures the impacts of trace gases other than carbon dioxide -  chloro- 
fluorocarbons, methane, nitrous oxide, and water vapor -  on aggregate climatic 
conditions. Because emissions of these gases are taken to be beyond the scope 
of policy intervention in this study, Ft (which is measured in W/m2, a standard 
measure of radiative forcing) is specified by the exogenous relationship:

Ft =  1 .4 2 -  0.764(0.523)'. (7)

Under these assumptions, non-CC>2 greenhouse gases generate a 0.47 °C increase 
in mean global temperature over the short run and a 1.0 °C increase in the further 
future.

2.2. P r o d u c e r  b e h a v i o r

The model assumes that production decisions are managed by a set of competitive 
firms having common access to the technology described above. It is useful to note 
that equations (l)-(4 ) implicitly define a net production functionJ{Kt, Nt9 Eu 77, t) 
= C, + A7+i -  Kt that exhibits constant returns to scale in capital, labor, and carbon 
dioxide emissions. Firms take the state of environmental quality to be independent 
of their individual decisions but pay a unit tax v, on carbon dioxide emissions. With 
the consumption good as numeraire, rt as the interest rate or rental price of capital, 
and wt as the wage rate, profit maximization yields the first-order conditions:

9ft J3 ft  9 ft
r' = W,' w' = W,' V' = SE,- (8)
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Under competitive conditions, the price of each input is equated with its marginal 
productivity. Profits are zero because the production function exhibits constant 
returns to scale.

2.3. Consu mer  be ha vio r

The model represents consumer behavior through a sequence of overlapping 
generations in which individuals enjoy seventy-year life spans. At each date t, a 
cohort of:

n, =  5.27 -  1.42(0.587)' (9)

billion persons is born whose lives stretch across periods t and t + 1. The total 
population at date f, which consists of individuals bom at dates t — 1 (“the old”) 
and t (“the young”), is thus:

Nt = n t^ i + n t . (10)

The total population in the year 2000 is set equal to 5.93 billion persons. These 
assumptions imply that population grows at an initial rate of 1.1%/year with long- 
run stabilization at 10.54 billion people.

Each individual is endowed with one unit of labor services in each period of his 
or her life that he or she supplies inelasticity to the production sector in exchange 
for wage income. Individuals hold no initial capital endowments but purchase 
capital goods in youth (£/+i) that are rented out at the prevailing interest rate to 
augment consumption in old age. Defining cyt as consumption in youth and cot+\ 
as consumption in old age, a typical person’s budget constraints take the form:

Cyt+kt+l = Wt +7tyt. (11)

Cot+1 =  Wf+1 +  ( H -  rt+i)kt+i +  7tot+i. (12)

In these equations, the terms 7Tyt and n ot+\ represent lump-sum income transfers 
that individuals receive from the government. The government uses these instru-
ments to release the revenues raised by taxing carbon dioxide emissions and, 
possibly, to achieve a desirable distribution of welfare between generations.

Individual preferences are specified by the life-cycle utility function:

Ut =  10g(Cyf) +  — — log(c0, + i). 
1 + P

(13)

Utility is logarithmic in consumption with a pure rate of time preference of p =
0.29, or 0.73%/year. This parameterization was chosen to match expected rates 
of economic growth (Nordhaus 1994) in a baseline simulation where savings- 
investment decisions were determined solely by market decisions in the absence 
of policies to redistribute income between generations.
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The model assumes that consumers have perfect foresight concerning future 
prices and economic conditions. In this setting, utility maximization subject to 
equations (11) and (12) yields the first-order condition:

c ot+1 l  +  r / + i
----- = --------  (14)

Cyt 1 +  P

that is necessary and sufficient for an optimum. This equation implies that each 
individual’s marginal rate of intertemporal substitution is equated with the gross 
return on capital investment, and is a standard result in models of economic growth.

2.4. Gover nme nt  pol ic ie s

The equations described above are sufficient to define an equilibrium path for the 
economy if aggregate consumption is equated with the sum of each individual’s 
consumption (C, = n,cy, + nt^ c ot), the aggregate capital stock is equated with 
the summed asset holdings of each old person (K, = n ,- \k t ), and if government 
expenditures are equated with carbon tax revenues so that ntn y, + nt^ n ot = v,E, at 
each point in time. The first two conditions are purely definitional, while the third 
may be relaxed to allow for government borrowing and lending without undue 
complication (Marini and Scaramozzino 1995). The balanced budget assumption, 
however, is useful for the purposes of this analysis and does not limit the generality 
of the results discussed here.

The “government” of this model represents an aggregate of worldwide political 
institutions as they relate to climate policy choices. Although the realities of this 
problem are interesting and complex and questions international cooperation loom 
large (Rose and Brandt 1993; Golombeck et al. 1995), attention is limited to the 
construction of two simple scenarios that highlight the basic behavior of the model.

In the first scenario -  the no transfers efficient path -  decision-makers aim to 
achieve a Pareto efficient resource allocation2 by equating the marginal costs and 
benefits of carbon dioxide emissions while dividing carbon tax revenues in equal 
lump sums between all living persons. Under this assumption, n y, = n ot = vtE,/Nt> 
and the government does not impose net transfers of wealth between successive age 
cohorts. The distribution of well-being between generations is therefore wholly 
determined by market institutions, and is not derived from an explicit notion of 
welfare aggregation.

Howarth (1996) shows that a Pareto efficient resource allocation will prevail in 
this economy if carbon dioxide emissions tax are chosen according to:

This expression combines information on the marginal output loss caused by 
increased global temperatures ( - d f l+i/dTl+i), the marginal impact of carbon 
dioxide stocks on the degree of temperature change (dTt+i/dQ t+i), and the marginal

v — _ Y~'M'+i ^ '+ ‘ dQt+i ( t - i  1 \
' “  f ^ d T l + i d Q t+i dE, ^l=j l + r ,+ . | - (15)
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contribution of current carbon dioxide emissions to future atmospheric stocks 
(■dQt+i/dEj). In this equation, the efficient emissions tax is equated with the present 
value marginal costs that current emissions impose on the future economy. The 
social discount rate is set equal to the market rate of interest (r,), which reflects both 
the marginal productivity of capital investment and the marginal time preference 
of each generation of consumers.

In the second scenario -  the utilitarian optimum -  decision-makers seek to 
maximize the summed utility of all present and future persons, or Y?t=ontut’ subject 
to the technical constraints of the model. While this social choice criterion is 
controversial -  Manne (1995), for example, rejects this approach as “unrealistic,” 
while Nordhaus (1994, p. 125, emphasis in original) claims that it rests on “a 
hypothetical view of how society should behave” that is seemingly at odds with 
actual policy choices -  it constitutes a direct expression of Benthamite utilitar-
ianism that has been specifically embraced by prominent contributors to the climate 
change literature (Broome 1992; Cline 1992). Although the merits of this debate 
are beyond the scope of this paper, the practical implications of the utilitarian 
framework for the model under consideration are of clear significance.

The utilitarian optimum is Pareto efficient and is therefore consistent with the 
Pigouvian tax rule equation (15). In contrast with the no transfer efficient path, 
however, supporting this allocation as a competitive equilibrium requires net trans-
fers of wealth from present to future generations. In this context it is useful to 
define n yt -  vtEtINt as the net income transfer received by a typical young person, 
or the lump-sum transfer she or he receives from the government in addition to his 
or her per capita share of carbon dioxide tax revenues.

2.5. T h e  r e p r e s e n t a t i v e  a g e n t

The purpose of this analysis is to compare the results of a numerically calibrated 
overlapping generations model of climate-economy interactions with those gener-
ated by a corresponding representative agent specification. Although representa-
tive agent models do not embody a realistic depiction of human demographics, 
proponents argue that they provide a reasonable approach to economic modelling 
because actual economies behave as if  they were managed by a central planner 
who sought to maximize a particular objective function. This assertion constitutes 
a scientific hypothesis that is amenable to empirical test.

The representative agent model explored in this paper makes use of the 
intertemporal objective function employed by Nordhaus (1994):

T

U = y 2 N l\og(C ,/N ,)/(l + 8)1. (16)
/=0

In this setting, a fictional agent weights the logarithm of per capita consumption 
by the total human population alive at each point in time. The argument of the 
objective function is discounted at the constant rate 8.
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In contrast with the overlapping generations model, the mechanics of the 
representative agent approach are relatively straightforward. The objective function 
U is directly maximized subject to the technical constraints embodied in equations 
(1 K 7 ) and (9)—(10) without explicit attention to the choice problems confronting 
firms and consumers or the economic policies required to support optimal alloca-
tions as competitive equilibria. If a solution to this problem successfully mimics 
the competitive equilibrium that arises under a given policy scenario, then one 
may gauge the development of interest rates, wages, and carbon dioxide emissions 
taxes by calculating the marginal productivity of capital, labor, and carbon dioxide 
emissions according to equation (8).

It is important to note, however, that the representative agent framework 
suppresses information on the distribution of consumption between age cohorts and 
thus cannot, in general, be used to calculate the effective intergenerational transfers 
required to support a particular allocation as a competitive equilibrium. In the case 
of the no transfers efficient path, this problem is rendered moot by the a priori 
assumption that carbon dioxide tax revenues are divided equally between indi-
viduals. For the utilitarian optimum, in contrast, calculating n yt requires specific 
information on capital investment and the per capita consumption of young persons 
at each point in time -  variables that are defined only in relation to the parameters 
and behavioral relationships of the overlapping generations model.

Before proceeding to the results, it is necessary to discuss the calibration of 
the pure rates of time preference used to simulate the no transfers efficient path 
and the utilitarian optimum using the representative agent approach. According to 
Nordhaus (1994), a pure rate of time preference of 3%/year, or S = 2.81 per 35- 
year period, is required to match expected rates of economic growth and capital 
investment in a baseline competitive economy. The analysis employs Nordhaus’ 
parameterization to investigate the merits of this claim.

To simulate the utilitarian optimum, in contrast, it is natural to set 8 = 0 so that 
equal weight is attached to the argument of the objective function at each point 
in time. Utilitarians, in fact, have explicitly called for the use of a zero rate of 
pure time preference in representative agent models of climate stabilization policy 
(Broome 1992; Cline 1992). The present analysis follows this recommendation for 
purposes of comparison.

3. Results

The results of the analysis are summarized in Tables I and n , which sketch the 
numerical simulations generated by both the overlapping generations and represen-
tative agent models for the years 2000, 2105, and 2350. Under the specified 
assumptions, each model run converges smoothly to a steady state with the passage 
of some ten generations, or 350 years. In each case, the economy remains at its 
steady state until it approaches the end of its planning horizon, when the remaining 
capital stock is consumed and die shadow price of carbon dioxide emissions falls 
towards zero (Howarth 1998). As is noted above, the short-run behavior of these
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Table I. No transfers efficient path.

Year
Overlapping generations Representative agent

2000 2105 >2350 2000 2105 >2350

Population (109 people) 5.9 9.7 10.5 5.9 9.7 10.5
Per capita consumption (1989 $/person/yr) r,092 10,402 15,059 4,085 10,429 15,055
Capital stock (1012 1989$) 56 284 541 56 287 540
CO2 emissions (109 tons-carbon/yr) 8.6 19.6 24.1 8.6 19.6 24.1
% emissions abatement 15 22 23 15 22 23
Mean temperature change (°C) 1.7 4.6 7.4 1.7 4.6 7.4
Interest rate (%/yr) 4.3 3.6 3.0 4.3 3.5 3.0
Wage income (1989 $/person/yr) 3,462 8,491 12,248 3,462 8,515 12,244
Emission tax (1989 $/ton-carbon) 15 51 69 15 51 69
Capital transfer to young (1989 $/person/yr) 0 0 0 -undefined-

Table II. Utiliarian optimum.

Year
Overlapping generations Representative agent

2000 2105 >2350 2000 2105 >2350

Population (109 people) 5.9 9.7 10.5 5.9 9.7 10.5
Per capita consumption (1989 $/person/yr) 3,161 11,684 18,053 3,140 11,680 18,053
Capital stock (1012 1989 $) 56 1,065 2,221 56 1,069 2,221
CO2 emissions (109 tons-carbon/yr) 5.3 7.1 5.2 5.3 7.1 5.2
% emissions abatement 48 79 89 48 79 89
Mean temperature change (°C) 1.7 3.3 3.4 1.7 3.3 3.4
Interest rate (%/yr) 4.2 0.6 0 4.2 0.6 0
Wage income (1989 $/person/yr) 3,364 11,356 17,611 3,364 11,392 17,611
Emission tax (1989 $/ton-carbon) 131 570 900 131 571 900
Capital transfer to young (1989 $/person/yr) 2,098 8,693 13,614 -undefined-

simulations is insensitive to the precise length of the planning horizon, provided 
that the terminal date of the economy is far enough into the future (t>  50) to allow 
for convergence to the steady states.

The principal finding of the analysis is readily apparent upon inspection of 
these tables. For both the no transfers efficient path and the utilitarian optimum, 
the representative agent specification provides a remarkably close approximation 
of the results derived using the overlapping generations model. The approximation 
errors introduced through use of the representative agent framework exceed 1% 
for only 5 out of 48 variables calculated by each model, and in no case does the 
difference between the models exceed 2%. From this one may conclude that the 
representative agent model provides an effective heuristic approach to simulating 
consumer preferences and social choices under the stipulated assumptions.

The results also shed light on the sensitivity of optimal climate change policies 
to the social norms and/or ethical values used to aggregate the present costs and 
distant future benefits of carbon dioxide emissions reductions. For the no transfers
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efficient path, carbon dioxide emissions increase from 8.6 to 24.1 billion tons- 
carbon/year between 2000 and 2350, with emissions abatement rates rising from 
15% to 23% over this period. To implement this path as a competitive equilibrium, 
the government must tax emissions at a rate that grows from $15/ton-carbon in 
the short run to $69/ton-carbon in the further future. Both the efficient abatement 
rates and the accompanying emissions taxes are numerically comparable to those 
generated by other studies (Nordhaus 1994).

Since the no transfers efficient path entails relatively modest steps to control 
greenhouse gas emissions, this scenario allows for quite substantial increases in 
mean global temperature over the long-term future. Between 2000 and 2350, 
average temperatures rise by a full 5.7 °C. Although this perturbation may seem 
small when compared to interseasonal variations or to climatic differences between 
geographic regions, smaller changes have been associated with the coming and 
going of ice ages and all of their ensuing effects.

A very different set of policies emerges under the utilitarian optimum, where 
carbon dioxide emissions rise from 5.3 to 7.1 billion tons-carbon/year between 
2000 and 2105 with a subsequent decline to 5.2 billion tons-carbon/year. Over 
the course of this simulation, the optimal rate of carbon dioxide emissions control 
rises smoothly from 48% to 89%, with an accompanying emissions tax that grows 
from $131/ton-carbon in 2000 to $900/ton-carbon in 2350. In comparison with the 
no transfers efficient path, the utilitarian optimum suggests substantially reduced 
greenhouse gas emissions and hence significantly reduced rates of climate change. 
Between 2000 and 2350, the net increase in mean global temperature is limited to 
1.7 °C, or less than one-third the increase tolerated under the no transfers efficient 
path.

As is noted above, both the no transfers path and the utilitarian optimum are 
Pareto efficient competitive equilibria that equate the marginal cost and discounted 
future benefits of carbon dioxide emissions abatement. But while the rate of capital 
accumulation is determined solely by market institutions under the no transfer 
path, the utilitarian optimum entails aggressive policies to redistribute income from 
present to future generations. In Table II, the net income transfer that a typical 
young person receives from the government in addition to his or her per capita 
share of emissions tax revenues grows from $2,098/year in 2000 to $13,614/year 
in 2350. As a result, the utilitarian optimum leads consumption to decrease by 23% 
in the year 2000 but increase by 20% over the long run when compared with the 
no transfers efficient path.

In intuitive terms, the high rates of carbon dioxide emissions abatement that 
occur under the utilitarian optimum may be attributed to two interrelated factors. 
First, the intergenerational transfers that are implemented in this simulation lead to 
accelerated rates of capital accumulation and economic growth. Since the damages 
imposed by climate change are by assumption proportional to gross world output, 
increased economic activity augments the perceived costs of emissions. Second, 
the high rates of investment associated with the utilitarian optimum drive down 
interest rates in comparison with the no transfers path. Since the social discount



280 Climate Change

146 RICHARD B. HOWARTH

rate is, under the assumptions of the model, appropriately equated with the market 
rate of interest (see Howarth and Norgaard 1995), the utilitarian optimum attaches 
comparatively more weight to future costs and benefits.

The difference between the two policy scenarios, then, cannot be reduced to 
a simple choice of discount rates in a model where all other variables are held 
constant. Instead, both discount rates and the perceived costs and benefits of policy 
alternatives are defined implicitly by the criteria through which the interests of 
present and future generations are mediated in social decision-making. In this 
setting, “optimal” policies cannot be identified without appeals to normative prin-
ciples that are stronger than the well-grounded yet partial criterion of Pareto 
efficiency. The standard guidance of the Coase (1960) theorem that questions of 
efficient resource allocation and distributional fairness can be safely decoupled 
in environmental policy analysis breaks down when confronted with the facts 
surrounding climate change (Schmidt 1995). Indeed, the second-best policies 
that prevail when institutional constraints bar the achievement of an optimal 
income distribution may differ dramatically from those suggested by the efficiency 
criterion, a possibility confirmed in numerical simulations by Howarth (1998).

4. Conclusions

The analysis presented above points to two principal conclusions. First, represen-
tative agent models provide a close approximation of the aggregate behavior of 
more realistic (and more complex) overlapping generations specifications under the 
empirical assumptions and social choice rules considered in this paper. This finding 
confirms the earlier work of Manne (1996) and Stephan et al. (1997), providing 
reassurance concerning the use to aggregate models to represent the interests and 
preferences of decentralized agents in a market economy.

Second, optimal rates of greenhouse gas emissions control are dramatically 
sensitive to the criteria used to balance the interests of present and future genera-
tions. In the absence of policies to redistribute income between generations, only 
modest efforts to abate carbon dioxide emissions are justified by the standard 
criterion of economic efficiency. Under Benthamite utilitarianism, in contrast, 
optimal rates of emissions control rise from 48% in the short run to 89% in the 
long-term future. This result is consistent with the findings of other studies (Cline 
1992; Chapman et al. 1995), pointing to the importance of ethical considerations 
in the climate change policy debate.

Although these results suggest that the simplification of representative agent 
models do not necessarily imply inaccuracy or imprecision, it is important to bear 
in mind the inherent limitations of such models in framing questions of social 
choice over intergenerational time scales. Under certain conditions -  if utility is 
logarithmic in consumption, individuals are time-neutral, and the weight attached 
to the welfare of successive age cohorts declines geometrically from generation to 
generation -  then the objective function employed in representative agent models 
may be understood as an exact depiction of social preferences (Howarth 1996).3
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For the case considered here, however, these conditions are not satisfied, and the 
parameters of the objective function are chosen ex post to approximate the choices 
that arise under independently defined normative criteria.

The no transfers efficient path, for example, is defined by a commitment to two 
normative principles: (1) that climate change policies should achieve an efficient 
balance between the costs and benefits of greenhouse gas emissions abatement; 
and (2) that emissions tax revenues should be divided equally between all living 
persons. In the representative agent framework, in contrast, the distinction between 
the no transfers efficient path and the utilitarian optimum is ostensibly reduced 
to a choice of a single parameter: Should social decision-makers embrace the 
revealed pure rate of time preference of 3%/year? Or should they override private 
preference and employ a utility discount rate of zero? The question, framed in this 
way, misstates the nature of the underlying choice problem, as it attaches ethical 
significance to a parameter that is in this case artifactual.

Finally, although representative agent models may be used to approximate the 
behavior of aggregate economic variables -  total consumption, capital investment, 
carbon dioxide emissions, and relative prices -  they do not, in general, provide a 
complete characterization of the policies required to support a particular alloc-
ation as a competitive equilibrium. When decision-making aim to redistribute 
income between social groups or successive generations, detailed information on 
the economic status of each group is required to design the appropriate policy 
instruments. In the context of intergenerational social choice, questions of distri-
butional fairness are most appropriately addressed using overlapping generations 
models. Such models are both comptuationally tractable and conceptually well- 
grounded, providing an analytical approach that avoids the ethical paradox of the 
representative agent.
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Notes

1. Monetary units are denominated in 1989 U.S. dollars throughout the analysis.
2. In overlapping generations models, a resource allocation is Pareto efficient if it is impossible to 

increase the life-cycle utility of one generation without rendering another generation worse off.
3. More generally, an anonymous referee suggests that competitive equilibria will maximize the 

weighted sum of each generation’s life-cycle utility if utility is logarithmic in consumption and 
the welfare weights are set equal to each generation’s share of total net wealth. In a similar 
vein, Manne (1996) uses dynamic optimization methods with endogenously determined welfare 
weights to find competitive equilibria in a numerically calibrated overlapping generations model.
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Intergenerational discounting

T hom as C Schelling
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A ‘discount ra te ’ for the consum ption of fu tu re  generations from  cu rren t investments for their 
benefit is typically composed of two parts: ‘tim e preference’ and an allowance for the lower 
m arginal utility of consum ption due to h igher average levels of consum ption in the fu ture. Time 
preference would be involved if one were postponing one’s own consum ption; it has little or 
nothing to do with income redistribution, which is what greenhouse abatem ent is about. A 
lower m arginal utility of consum ption is an anomaly in income redistribution: we rarely  delib-
erately transfer consum ption from  the less to the m ore well-to-do. Tim e may serve as a kind of 
m easure of distance; we may prefer beneficiaries who a re  closer in time, in geographical dis-
tance, in culture, surely in kinship. Perhaps to keep our thinking straight we should use a term  
like ‘depreciation’, ra th e r than  ‘discounting’.

Keywords: Global warming: Intergenerational equity: Discounting

Economists who deal with very long-term policy issues, 
like greenhouse gas emissions over the next century or 
two, are nearly unanimous that future benefits that take 
the form of additions to future consumption need to be 
discounted to be commensurable with the consumption 
earlier forgone to produce those benefits. And there is a 
near consensus that the appropriate discount rate should 
be conceptualized as consisting of two components 
(Cline, 1992; Manne, this issue; Nordhaus, 1992; 
Fankhauser, 1993).

One is pure time preference and "deals with the impa-
tience of consumers and reflects their inborn preference 
of immediate over postponed consumption’ (Fankhauser, 
1993, p 13). The second reflects the changing marginal 
utility of consumption with the passage of time, and is 
decomposed into a rate of growth of consumption per 
capita and an elasticity of utility with respect to con-
sumption. The two components, pure preference for 
early over later utility and declining utility with growing 
per capita consumption, are used to compare not only 
utility increments in the year, say, 2050 with costs 
incurred in 2000, but to compare utility increments in 
the year 2150 with increments in the year 2050.

I first discuss ‘pure time preference’ and then the rele-
vance of the elasticity of utility with respect to income or 
consumption. But first, since I am going to argue that 
‘discounting’ is not the appropriate concept for dealing 
with the benefits of reduced greenhouse gas emissions in

the distant future, I should clarify that I find traditional 
discounting perfectly appropriate for comparing costs 
and benefits of, say, hazardous-waste cleanup, as in the 
United States ‘Superfund’ program. In that kind of pro-
gram discounting with appropriate rates of interest is 
crucial to determining which sites are worth cleaning up, 
how much they should be cleaned up, and when or in 
what order of priority they should be cleaned up. In that 
kind of program ‘we’ who pay the costs are saving and 
investing -  foregoing some current consumption -  in 
order to reap future benefits, along with our children and 
grandchildren. It makes sense to ‘optimize’ our invest-
ment portfolio by reference to appropriate discount rates. 
Global greenhouse gas abatement, I shall argue, is not 
like cleaning up our own land for our own benefit. Costs 
we incur for greenhouse gas abatement need to be dis-
counted; benefits need an altogether different treatment.

Pure time preference

Alan Manne introduces his discussion of time prefer-
ence with a quotation from Roy Harrod characterizing 
time preference as ‘a polite expression for rapacity and 
the conquest of reason by passion’. I quoted Fankhauser 
above about ‘impatience’ and an inborn preference for 
immediate over postponed consumption. I am dubious 
about the ubiquity of that inborn impatience of con-
sumers, at least for adults with decent levels of income,
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but my argument is that no kind of time preference perti-
nent to discounting the long-term costs and benefits of 
greenhouse gas abatement can have anything to do with 
the ‘pure rate of time preference’ defined in this fashion. 
That is because the alleged inborn preference for earlier 
rather than later consumption is exclusively concerned 
with the consumer’s impatience with respect to his or 
her own consumption.

Alan Manne begins by asking us to ‘consider an econ-
omy in which there is a single agent acting as producer, 
consumer, investor, and saver’ (in this issue). An agent, 
it should be noticed, that is immortal. I suppose such an 
agent could have an inborn impatience about consump-
tion. But greenhouse policy is not about saving for later 
consumption. It is about forgoing consumption in order 
that somebody else at a later time enjoy more consump-
tion than would otherwise be available.

This assumption of the immortal agent, explicit in 
Manne, makes the issue one of ‘optimization over time’, 
one of maximizing the utilities of myriad heterogeneous 
peoples spread over continents and centuries as if they 
were all one family, all one ‘agent’. It supposes that, 
whoever they are who pay for the investments that lead 
to increments in future consumption, they value incre-
ments in other people’s utility as if they were increments 
in their own utility. It is this willingness to model all 
humankind as a single agent that makes optimization 
models attractive, feasible, and inappropriate.

The optimization models have no provision for redis-
tributing current income. They redistribute only forward 
in time; contemporary Chinese get nothing from us, but 
future Chinese we treat as part of the family.

Introspectively I can find no impatience about an incre-
ment of consumption that may accrue to people whom I 
shall never know and who do not now exist, in the year 
2150, compared with an increment closer in time, accru-
ing to the people whom I shall never know, and who do 
not now exist, who might enjoy it instead in the year 
2100, or closer still to the people in the year 2050.

I can imagine reasons -  some of them may even 
appeal to me -  for preferring a boost to consumption in 
2025 to the same boost of consumption in 2075, but it is 
hard to see that it has anything to do with impatience 
and the inborn preference for immediate over postponed 
consumption. In 2025, my oldest son will be the age I 
am today and his brothers a little younger; with a little 
luck they will be alive and healthy and my grandchildren 
will be the ages that my children are today, and my 
great-grandchildren (whom I do not yet know) will have 
most of their lives ahead of them. Seventy-five years 
later they will all be strangers to me. My genes may be 
as plentiful in the population at the later date but they 
will be spread thinner. I probably would prefer the bene-
fits to accrue to my own grandchildren rather than to

their grandchildren, but 1 must remind myself that my 
grandchildren’s happiness may depend on their per-
ceived prospects for their own grandchildren, and my 
‘time preference’ becomes attenuated.

The point of all this is that we may have grounds for 
preferring utility increments to occur earlier rather than 
later to the descendants of people now alive, but this 
cannot have anything to do with the kind of time prefer-
ence that Roy Harrod or Samuel Fankhauser were 
talking about, or Alan Manne or William Nordhaus.

Actually, time may serve as a kind of measure of ‘dis-
tance’. The people who are going to be living in 2150 I 
may consider ‘farther away’ than the people who will be 
living in 2050. They will also be different in racial com-
position and geographical distribution from the people I 
most identify with. I observe that in redistributing 
income via transfer payments, in providing foreign aid, 
in contributing to charity etc, people are expected to dif-
ferentiate, and do differentiate, among recipient peoples 
according to several kinds of distance or proximity. One 
is geographical: Americans are expected to be more 
interested in their own cities than in distant cities, their 
own country than distant countries. Another is political: 
East Coast Americans are more interested in the people 
of Los Angeles than in the people of Quebec. Another is 
cultural: some people are closer in language, religion, 
and other kinds of heritage. Sheer familiarity seems to 
matter, and of course kinship does. (Kinship distance 
has both horizontal and vertical dimensions; just as chil-
dren are closer than grandchildren, children are closer 
than nieces and nephews. Time just happens to correlate 
with vertical distance.)

To be less interested in the welfare of East Africans 
than former Yugoslavians is less like ‘discounting’ than, 
perhaps, ‘depreciating’. When we count future welfare 
less than our own we are depreciating generations that 
are distant in time, in familiarity, in culture, in kinship, 
and along other dimensions. (There is no reason to sup-
pose that the depreciation would be exponential. Beyond 
certain distances there may be no further depreciation 
for time, culture, geography, race, or kinship.)

The crucial point is that these are not ‘saving’ deci-
sions we are talking about, ie not decisions about 
postponing our consumption, but decisions about redis-
tributing income -  our income. To invest resources now 
in reduced greenhouse emissions is to transfer consump-
tion from ourselves -  whoever ‘we’ are who are making 
these sacrifices -  for the benefit of people distant in the 
future. It is very much like making sacrifices now for 
people who are distant geographically or distant cultur-
ally. Deciding whether I care more about the people who 
will be alive in 2150 than the people who will be alive in 
2050 is a little like deciding whether I care more about 
people in one continent than in another, or about English
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speaking people more than people who speak other lan-
guages, or about people who share my history and my 
culture more than people who do not. People do have 
preferences about whom to help; the preferences show 
up in charitable giving, in foreign aid, in immigration 
policy, in military intervention.

What we are talking about is very much like a foreign 
aid program, with some of the foreigners being our own 
descendants who live not on another continent but in 
another century.

William Cline half agrees with me. He, too, argues 
that impatience or ‘myopia’ ‘may be a legitimate basis 
for a single individual’s preferring consumption earlier 
rather than later in his lifetime’ but is ‘hardly a justifi-
able basis for making intergenerational comparisons’ 
(Cline, 1992). He disagrees in believing that we should 
not prefer -  except on marginal utility grounds, which I 
am about to discuss -  our own consumption to the con-
sumption of future people. I expect that, whether or not 
we should, we all do. If we do not, there is a most extra-
ordinary anomaly: we greatly prefer our own
consumption to that of distant contemporaries, or even 
quite close ones, but not to that of people distant in 
future time. It would be strange to forgo a per cent or 
two of GNP for 50 years for the benefit of Indians, 
Chinese, Indonesians and others who will be living 50 to 
100 years from now -  and probably much better off than 
today’s Indians, Chinese, and Indonesians -  and not a 
tenth of that amount to increase the consumption of con-
temporary Indians, Chinese, and Indonesians. At its 
peak, the Marshall Plan took about 1.5% of US GNP; it 
went to the foreigners ‘closest’ to the Americans in most 
respects; and it was recognized as a short-run emer-
gency. Americans do nothing like that now for anybody 
alive, except other living Americans. Whether that is 
good or bad, I do not see why we should expect them so 
much to prefer to help the unborn.

Marginal utility

The other component of the proposed discount rate is the 
rate of change over time of the marginal utility of con-
sumption. The argument for including that component 
must be that in transferring income, or redistributing 
income, an important goal is to maximize the integral 
over time of the aggregate utility of consumption. The 
expectation is that on average the marginal utility of 
global consumption will decline over time as a result of 
rising consumption per capita. Resources invested now 
out of our own incomes will benefit people in the future 
who are expected to be better off than we are -  an unac-
customed direction for redistributing income!

Both within countries and among countries, we expect 
civilized governments to redistribute toward the poorer

In te r generational discounting: T  C  Schelling

countries and toward the poorer elements of their own 
populations. Doing it that way probably, as Abba Lemer 
argued in The Economics o f Control (1944) 50 years ago, 
increases total utility. But I doubt whether that is the only 
reason why people prefer to see income redistributed 
from rich to poor rather than the other way around.

The argument for transferring consumption from the 
poor to the rich, or from the decently well off to the 
much better off, would be that the resources transferred 
grow in the process, and grow so much that though the 
marginal utility of the recipient is lower than that of the 
donor, the magnitude that the gift achieves in transit 
more than compensates. (That the resources so invested 
‘grow’ by forestalling decrements does not affect the 
argument.)

There is not much room for this idea in contemporan  
transfers. If a poor farmer has some poor soil and a richer 
farmer has rich soil somebody could argue that extracting 
seed from the poor farmer and giving it to the rich farmer 
will so enhance the resulting crop that the somewhat util-
ity-satiated rich farmer will gain more utility than the 
poor farmer loses. But ordinarily that is just an argument 
for trade: the poor farmer is better off selling the seed to 
the rich farmer, and their joint utility is even higher. The 
ethical interest arises only if trade is not possible, as 
when we outfit somebody who will emigrate to the new 
world, become rich, and never be heard from again, or as 
we contemplate transferring consumption forward in 
time to people who have no way to reciprocate.

Arthur Okun introduced the ‘leaky bucket’ in his 1974 
Godkin Lecture (1975). Transferring consumption from 
those who have plenty to those who do not typically 
entails inefficiency -  some administrative costs, some 
deadweight losses due to tax avoidance or transfer seek-
ing, some transfers going to unintended and undeserving 
recipients. His analogy was carrying water from where it 
was plentiful to where it was scarce in a leaky bucket. 
The ‘big trade-off’ was deciding how leaky the bucket 
can be before we judge the effort not worthwhile. Clearly 
if the bucket arrives dry the effort was a mistake; if the 
bucket arrives three-quarters full or one quarter, or even a 
sixteenth, somebody in charge has to consider what dis-
count ratio or augmentation ratio is acceptable.

Somebody might -  not many people will -  use some 
elasticity to calculate the marginal utility of consump-
tion (Okun’s water) where it is scarce and where it is not 
and decide whether total utility goes up with the leaky- 
bucket transfer. Marginal utility is clearly pertinent, for 
those who understand it, but probably rarely decisive 
even for those who do understand it. Enough attention 
was paid to John Rawls’s Theory o f  Justice (1971) by 
quite sophisticated people to somewhat dethrone utility 
maximization, at least to deny it exclusive status. And 
Rawls was talking about transferring from rich to poor.
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Okun never got round to talking about the other 
bucket, the ‘incubation bucket’ in which the good things 
multiply in transit so that more arrives at the destination 
than was removed from the origin. The trade-off ques-
tion here would be, what sacrifice of food where it is 
scarce would be worthwhile if, in being transported to 
where it was abundant, it grew handsomely. An alterna-
tive phrasing would be, recognizing the advantage of 
moving resources from where they are less fruitful to 
where they are more fruitful, how much do we want to 
‘discount’ the greater fruitfulness when it accrues to 
people who already enjoy bountiful supply? And of 
course Okun, concerned with contemporary transfers, 
could not be interested: the market would take care of 
the efficiency problem, and nobody is interested in help-
ing the rich at the expense of the poor.

The conclusion I reach is that ‘optimization’ models 
are inappropriate for dealing with very long-term public 
investments, especially when the beneficiaries will be 
spread over the planet. Optimization models imply that 
it is our own consumption that we are promoting in the 
future, and it is not. Not only do they incorporate an 
irrelevant ‘time preference’, they imply that we want to 
treat increments in other people’s utility from consump-
tion as if they were our own. I can see no acceptance of 
the principle that consumption should be so distributed 
(redistributed) as to maximize utility. No such contem-
porary redistribution has ever been witnessed; and it 
would be strange to feel a strong obligation to redistrib-
ute income from ourselves to others in the future, 
valuing their utility from consumption as if it were our 
own, and no corresponding obligation to contemporaries 
whose marginal utilities exceed our own and probably 
exceed those of their own descendants.

Depreciating the consumption of high-income future 
people makes sense; but the ‘optimization’ approach is 
based on the principle that if the material benefits we 
procure for those future high-income people are large 
enough to offset their reduced marginal utilities, we 
should procure those future utilities just as if those utili-
ties were our own. Few citizens who understood this 
principle would ever vote for it.

I conclude that most of us will want to discount or 
depreciate heavily the extra consumption provided for 
(or conserved for) descendants of the current population, 
because they are likely to be better off as well as 
because they are distant and it is our hard-earned con-
sumption that somebody is proposing we transfer 
forward in time.

The analogy, or at least a better analogy, than ‘opti-
mization of consumption over time’, is transferring 
resources from North America and Western Europe to 
Africa or the Middle East, South or South-east Asia, 
China, Russia, or deserving peoples anywhere. It is an

aid program, not a savings program. There may be some 
reason for some people to prefer consumption incre-
ments that occur in 2075 over consumption increments 
that occur in 2125, just as there may be people who pre-
fer consumption increments to occur in West Africa 
rather than East Africa, Russia than in Ukraine, or 
Boston rather than Los Angeles. And I have no quarrel 
with people who, when they are prepared to contribute 
large amounts to charity, indulge their own preferences 
about who the beneficiaries should be.

What should matter is your expectation about the 
course of per capita consumption over the next century 
or two. If both the developed and the developing worlds 
continue to grow in per capita consumption as they have 
done for the past 40 years, people in most countries are 
likely to be much better off in material welfare 50, 75 or 
100 years from now than they are now. What we ought 
to feel we owe them is not the kind of ethical issue we 
have much practice with, because we are not used to 
thinking about making our own sacrifices, or imposing 
sacrifices on our contemporaries, for the benefit of peo-
ple who are substantially better off.

The need to disaggregate

We must avoid a fallacy of composition here. If average 
per capita income rises in every country for the next 100 
years, and if the poorer populations grow more rapidly 
than the wealthier populations, and if most of the eco-
nomic sacrifices in the interest of carbon abatement are 
borne by the countries that can best afford it, the trans-
fers will tend to be from the well-to-do people of 
Western Europe, North America, and Japan to the resi-
dents of what we now call the ‘developing’ countries, 
who should be far better off a century from now than 
they are now, but may not yet be as well off, during 
most of the intervening century, as we are now in 
Western Europe, North America, and Japan.

The significance of that point to me is that in decid-
ing how to value consumption increments over the 
coming century or two, we need to disaggregate con-
sumption according to the levels of per capita 
consumption at which they accrue. The optimization 
models err, on their own terms, in aggregating all future 
consumption and applying a uniform discount rate for 
declining marginal utility. Correctly, all increments in 
consumption should be valued at their own marginal 
utilities. In the optimization models, increments for 
poor people are discounted equally with increments for 
the rich; there is no adjustment for the fact that when 
Chinese per capita income has doubled, and Chinese 
marginal utility may have been halved -  using the pop-
ular, but arbitrary, logarithmic utility function -  
Chinese marginal utility will still be many times that of
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the current populations most likely to pay for green-
house abatement.

In neglecting to disaggregate, the optimization models 
make three assumptions in deriving a discount rate that 
are either dubious or wrong.

•  They assume that elasticities of utility with respect 
to consumption are the same at all levels of con-
sumption. (A logarithmic or power function meets 
that condition.) I count this one dubious.

•  They assume that growth rates are uniform. Actually 
the optimization models themselves do not; on the 
contrary they recognize that China may develop 
much more rapidly than the currently advanced 
countries. But the discount-rate calculations use a 
single average growth rate.

•  They assume that those who pay for abatement and 
those who benefit -  or whose descendants benefit -  
are the same. Because all populations -  all nations or 
regions -  are assumed to enjoy increasing consump-
tion per capita, and because investments in 
abatement precede benefits, the benefiting popula-
tions are assumed to have higher consumption levels 
and lower marginal utilities than the populations that 
finance the abatement.

I start from the premise that investments in greenhouse 
abatement, for the first 50 years, will be paid for by the 
countries that can afford it, ie the developed countries of 
Western Europe, North America, and Japan, and a few 
others. The beneficiaries of abatement will mainly be the 
descendants of those now living in the undeveloped 
countries, for several reasons explained below. Thus the 
consumption transfers will be from well-to-do countries 
that will mainly pay for abatement over the coming 50 
years to the developing countries that, though probably 
better off progressively over the next 50 years, will have 
lower consumption levels 50 years from now than the 
current consumption levels of the developed countries. 
(I assume that benefits from abatement during the first 
50 years will be negligible compared with benefits dur-
ing the second 50 years.) Thus the consumption 
transfers, despite the hoped-for uniformly (not uniform) 
positive growth in GDP per capita everywhere, will be 
generally from rich to poor. That is, from lower mar-
ginal utility to higher marginal utility. The implications 
are startling, but first I should explain why the beneficia-
ries will be mainly the descendants of the populations 
now poor.

First, if the benefits of abatement were shared uni-
formly over the global population, they would accrue 
about 90% to the countries now considered undevel-
oped. The well-to-do are now about a fifth of the world’s 
population; in 2075 the populations in countries now 
undeveloped are expected to be somewhere between
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seven-eighths and eleven-twelfths of the global popula-
tion. So those populations will comprise most of the 
beneficiaries. Second, the material productivity of the 
developed countries currently appears to be substantially 
immune to weather and climate; productivity of the out-
door-dependent or agriculture-dependent less-developed 
countries is potentially much more susceptible to 
adverse effects of climate change. So besides outnum-
bering the descendants of the currently developed 
countries, they can suffer greater greenhouse damage 
per capita. (Absolutely, the more developed could suffer 
more lost GDP per capita even though the damage might 
not be noticeable.) Finally, the currently developed 
countries enjoy GDP per capita 10 times or more that of 
the undeveloped; during the second half of the coming 
century they will probably still be ahead by a factor of 
four or more. So the marginal utility of consumption of 
the nine-tenths of the population will be several times 
that of the richer tenth. Thus the benefits in utility incre-
ments from material consumption will be 
overwhelmingly inherited by the descendants of those 
that are currently poor. (If Chinese per capita income 
increased at 4% per year for the next 50 years and 2% 
for the following 50 years, and US per capita income 
increased at 1% over the 100 years, Chinese per capita 
income would still be less than half the US level at the 
end of the century and the Chinese population will be 
many times larger than that of the USA. At those rates 
of improvement, the Chinese will be about up to the pre-
sent US level, and we may be expected to lose interest in 
further increments.)

I said the implications are startling. One has already 
been mentioned: virtually all the benefits from enhanced 
consumption will accrue to countries that will not partic-
ipate much in financing the abatement. The transfers will 
be from the currently rich to the descendants of the cur-
rently poor, who will, when the benefits begin to be felt, 
be much less poor than they are now but still poorer than 
the descendants of the currently rich and probably still 
significantly poorer than the abatement-financing coun-
tries are now.

Second, the implicit ‘discount rate’ based on marginal 
utility comparisons will be negative. The currently pop-
ular optimization models cannot show this negative rate, 
because GDP per capita is assumed to rise everywhere. 
But even if it does, disaggregating shows that the benefi-
ciaries will be both poorer and more numerous than 
those who finance the increments in consumption. The 
assumed positive discount due to diminishing marginal 
utility is based on a ‘fallacy of composition’.

Third, if GDP per capita continues to increase in most 
of the developing world, as I expect and as the optimiza-
tion models assume, marginal utilities of the 
beneficiaries will be much higher during the first 50
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years -  before abatement benefits become significant -  
than in the second 50 years. This factor substantially tilts 
the advantage toward any direct investments in develop-
ment that can raise living standards in the first and 
second generations (while reducing dependence on cli-
mate-susceptible economic activities) compared with 
investment in climate stabilization.

Even more drastic: if marginal utilities will be higher 
in the fifth decade than in the sixth, in the third than in 
the fourth, and in the first than in the second, today’s 
undeveloped populations have stronger claims, on the 
basis of marginal utility, than the populations two or 
four generations in the future. Once we disaggregate the 
world’s population by income level, it becomes logically 
absurd to ignore present needs and concentrate on the 
later decades of the coming century.

And that means that no framework for considering the 
benefits and costs of greenhouse abatement can isolate 
itself from the opportunity cost: direct investment in the 
economic improvement of the undeveloped countries. 
Abatement expenditures should have to compete with 
alternative ways of raising consumption-utility in the 
developing world.

A policy approach

Once we abandon the immortal-agent (optimization) 
approach, the two pertinent policy questions are: •

•  Do we want to help the future populations of China, 
Bangladesh, and Nigeria at our expense, because 
they are poor and will still be poor for some time?

•  Assuming that we who pay for greenhouse abatement 
do not want to time-discount the consumption utility of 
poor countries, what mix of programs maximizes the 
integral of their consumption utility over time: green-
house abatement, direct investment in their economic 
improvement, or direct subsidies to their consumption?

Nothing in this formulation can directly answer the 
question of how much to help the Chinese and the oth-
ers. That remains a choice, not an analytical result. Just 
as there is no accepted formula for how much people 
want to help the Somalis, the Indians, the Chinese, or 
anybody else with current consumption, there is no for-
mula that tells us how much people want to help with 
future consumption, whether with development aid or 
with greenhouse abatement. (I emphasize helping the 
poor; but there is likewise no analytical formula that 
could tell us how much to expect people to want to 
redistribute toward future Americans and Europeans.)

A different question is how to distribute Chinese and 
others’ consumption over time when the marginal utility 
of their consumption is changing. The Chinese them-
selves may have a strong preference for current and

near-term consumption over the distant, more than 
diminishing marginal utility would prescribe. We then 
have to decide whether to depreciate future Chinese less 
than today’s Chinese would depreciate them.

If we abandon optimization based on the immortal- 
agent image, what analytical procedure do we replace it 
with? A first approximation may be:

•  Assess benefits as consumption increments country 
by country, or region by region (homogeneous with 
respect to per capita income), for alternative levels 
of greenhouse abatement.

•  Identify a utility function (not chosen for its mathe-
matical simplicity) by which to convert the 
consumption increments into commensurable ‘util-
ity’ increments.

•  Treat the results as a menu of what we get for our 
money when we invest alternative amounts of green-
house abatement in the enhanced welfare of 
currently poor countries, not as an optimization that 
tells us how much to invest.

•  Estimate the increments in consumption, and corre-
sponding ‘utilities’, that could be procured in a 
sample of different countries with direct investment 
in infrastructure, industry, public health, education, 
research and development etc, to identify -  for any 
level of aggregate contribution to future welfare -  
the efficient mix of investments in abatement and 
economic development. (We cannot allocate 
resources between greenhouse abatement and eco-
nomic development country by country because 
greenhouse abatement is necessarily uniform in C 0 2 
concentration; we cannot give India public health
and education, and Indonesia greenhouse abatement, 
on the basis of comparative advantage.)

The rate of interest

Optimization models often look to the market rate of 
interest -  some rate, somewhere -  to get a handle on an 
appropriate discount rate. What role does my analysis 
ascribe to the market rate of interest?

•  The market rate of interest tells us nothing about 
how much people would like to contribute now to 
help others in the future.

•  It tells us something about when those people would 
like to contribute: the earlier, the more it costs.

•  It tells us little or nothing about what return we 
would get on public investment in poor countries 
that may be alternatives to greenhouse abatement.

•  It tells us about an opportunity cost: instead of 
greenhouse abatement, or investment in develop-
ment, we could invest commercially and dedicate the 
proceeds to somebody’s future consumption.
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The utility function approach

The discount-rate question should disappear. In its place 
is what utility function to use in valuing future incre-
ments in other people’s consumption. This is a real 
question, not a matter of mathematical convenience. It is 
not a question economists have much practice with. The 
policy implications o f such an approach are troublesome

The discounting procedure has a pseudo-familiarity; 
the analogy with saving-for-future-consumption has 
appeal. Everybody knows about interest rates, and they 
are genuinely pertinent to much national public invest-
ment. Marginal utilities from consumption are alien to 
most policy thinking. People usually understand the 
argument for redistributing from rich to poor, but no leg-
islator ever thinks about whether the utility function is a 
power function, a logarithmic function, or a polynomial; 
whether there should be a universal utility function for 
all cultures and all times; whether material consumption 
is the only argument of the function, or anything of the 
sort.

My procedure (properly) gives no answer to the ques-
tion, how much? An optimization model answers that 
question -  incorrectly, but it gives an answer. Facing an 
optimization, a policy maker can say, ‘I will do half that, 
no more’, but at least the policy maker thinks he or she 
is doing half of something objectively arrived at. My 
procedure requires a choice of how much, with no 
benchmark.

It is hard to think about the future with my procedure 
and not be forced to think about the present. If marginal 
utilities of consumption are the correct target for invest-
ing in future welfare, they must be pertinent to today’s 
welfare. But today’s welfare vanishes from the green- 
house-optimization models because there is no 
greenhouse-abatement increment in current or near-term 
consumption. Hence the next point: greenhouse abate-
ment, largely identified with energy policy, is insulated 
in optimization models from economic development. An 
answer to how much (and when) to abate is given in 
optimization models independently of what else is going 
on. When greenhouse abatement is identified as a mech-
anism for making income transfers to future generations, 
especially to those whose consumption levels are still 
comparatively low, it has to compete with transfers for 
investment in economic development. So there is not 
only an unanchored choice of how much to help, but a 
choice of what proportions through greenhouse abate-
ment and direct assistance to development.

Carbon dioxide abatement is probably ‘target effi-
cient’. Poorer countries are probably more vulnerable to 
climate change than wealthier countries. But direct 
investments in public health, birth control, training and
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education, research, physical infrastructure, water 
resources etc, can also be directed to target populations, 
so the advantage may go either way.

I doubt whether developing countries would prefer to 
defer consumption increments to later generations, 
whether what is deferred comes out of their own 
resources or out of resources made available by wealth-
ier countries. I would expect, if offered a choice of 
immediate development assistance or equivalent invest-
ments in carbon abatement, potential aid recipients 
would elect for the immediate. So if we, the developed, 
elect carbon abatement for their benefit, it is our choice 
of their descendants over themselves.

Whichever we choose, there is no reliable way we can 
constrain our own descendants’ choices to continue or to 
discontinue what we began. We can invest in the con-
sumption of future generations via carbon abatement or 
via direct investments; in 2050 they can discontinue the 
direct investments, or they can discontinue the carbon 
abatement. There may be institutional reasons for 
expecting discontinuance to be more likely with one 
approach or the other, but the preference is not self-evi-
dent.

A final word. This paper has been directed only at the 
valuation of future material consumption by individuals 
in GNP projections. That is what the optimization mod-
els assess. It has not examined the projections 
themselves, and it has omitted any reference to values 
other than those conventionally included in material 
consumption. It omits damages and benefits relating to 
nature, biodiversity, wildlife etc. It ignores environmen-
tal influences on public health, which are potentially 
important, for good or ill, in poor countries where the 
hazards remain more biological than chemical. It ignores 
the possibility that in developed countries the income 
elasticity of demand for environmental and recreational 
benefits may be high enough to bring developed-country 
benefits back into the picture. Any implications for 
greenhouse policy are limited accordingly.
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T h e  ultimate goal of the UN Framework Convention on Climate 
Change is to achieve “stabilization of greenhouse-gas concentra-
tions. . at a level that would prevent dangerous anthropogenic 
interference with the climate system”. With the concentration 
targets yet to be determined, Working Group I of the Intergovern-
mental Panel on Climate Change developed a set of illustrative 
pathways for stabilizing the atmospheric C 0 2 concentration at 
350, 450, 550, 650 and 750p.p.m.v. over the next few hundred 
years1,2. But no attempt was made to determine whether the 
implied emissions might constitute a realistic transition away 
from the current heavy dependence on fossil fuels. Here we devise 
new stabilization profiles that explicitly (albeit qualitatively) 
incorporate considerations of the global economic system, esti-
mate the corresponding anthropogenic emissions requirements, 
and assess the significance of the profiles in terms of global-mean 
temperature and sea level changes. Our findings raise a number 
of important issues for those engaged in climate-change policy 
making, particularly with regard to the optimal timing of mitiga-
tion measures.

The IPCC Working Group I (WGI) concentration profiles 
(S350-S750; Fig. 1) were constructed under the following con-
straints: (1) prescribed initial (1990) concentration and rate of 
change of concentration; (2) a range of prescribed stabilization 
levels and attainment dates; and (3) the requirement that the implied 
emissions should not change too abruptly. Inverse calculations

FIG. 1 Top, IPCC WGI1,2 (dashed lines) and revised concentration profiles 
(WRE (this paper), solid lines) for stabilization of C02 at 3 5 0 -7 5 0  p.p.m .v. 
Bottom, implied anthropogenic emissions using the model of Wigley5. IS92a is 
shown (thicker line) for comparison. Emissions were calculated following 
the procedure in ref. 1 in which the terrestrial biosphere sink is characterized 
solely by C02 fertilization of net primary productivity. The implications of 
using C0 2 fertilization as the sole terrestrial sink are discussed in ref. 4. The 
post-1990 inverse calculations were initialized by specifying a value for the 
1980s-mean net deforestation (Dn80s). This determines the magnitude of 
the C0 2 fertilization factor. In the calculations in refs 1 and 2, Dn80s was 
taken as 1.6 G t C y r 1. This value has subsequently been revised downwards 
to 1.1 G t C y r 1 (ref. 2), the value used here. Other minor budget changes 
have been made to accord with most recent data.
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were then used to determine the emission rates required to 
achieve stabilization via the specified pathways. These show that 
stabilization requires an eventual and sustained reduction of 
emissions to substantially below current levels. Furthermore, 
some have interpreted the results for the IPCC pathways to 
imply that an immediate reduction in emissions (relative to the central 
IPCC “existing policies” or “business as usual” emissions scenario, 
IS92a3) is required to achieve any of the stabilization targets.

The WGI analysis was not intended as a recommendation for 
policy, but it will be carefully scrutinized for its policy implications. 
Consequently, it is important to understand what the analysis does 
and does not tell us. The first conclusion of the IPCC analysis, that 
meeting any of the prescribed targets will require emissions to 
decline eventually to levels well below today’s, is robust. One 
cannot conclude from the WGI results, however, that an immedi-
ate reduction in emissions is required if we are to stabilize 
concentrations at 750p.p.m.v. or below. The WGI emissions 
results correspond to just one of a range of possible pathways 
toward a particular concentration target. Stabilization at the same 
level, via different concentration routes, would produce different 
emissions.

What therefore are appropriate criteria for selecting a concen-
tration (and hence emissions) time-path? Some guidance is found 
in the Framework Convention itself. Article 3 states that “policies 
and measures to deal with climate change should be cost-effective 
so as to ensure global benefits at the lowest possible cost”. Thus, if 
two paths were indistinguishable in terms of their environmental

FIG. 2 Comparison of different concentration pathways (top panel) and 
implied emissions (middle) for stabilization of C 02 levels at 550 p.p.m .v. in 
ad  2150. The pathways are: the original IPCC WGI S550 case1; the revised 
profile shown in Fig. 1 based on following BAU background emissions for 
20 years, from 1990 to 2010 (WRE 550); and alternative revised profiles in 
which BAU is followed by 10 (BAU to 2000) or 30 years (BAU to 2020). The 
bottom panel shows the corresponding cumulative emissions. IS92a values 
are shown for comparison (thicker dashed lines).

implications, then the path with the lower mitigation (that is, 
emissions reduction) costs would be preferred. If two paths 
differed in terms of their environmental impacts, the issue 
becomes one of balancing benefits and costs. Here we examine 
alternative pathways for meeting the prescribed concentration 
targets. We then consider both the economic (costs) and environ-
mental (benefits) implications of choosing one concentration 
trajectory over another.

In revising the IPCC WGI profiles, we add an additional 
constraint to the three noted above: that the resulting emissions 
trajectories initially track a ‘business as usual’ (BAU) path. This is 
an idealization of the assumption that the initial departure from 
BAU would be slow. We also assume that the higher the con-
centration target, the longer the adherence to BAU. This pro-
duces quite different concentration pathways, complementing the 
ones defined by IPCC WGI.

If we constrain emissions to follow BAU initially, the required 
concentration paths must depend on what we assume for this 
baseline scenario. We concentrate here on results for the central 
IPCC scenario (IS92a3). A higher baseline (such as IS92e or f) will 
lead to higher initial emissions. For a lower baseline such as IS92c, 
the task of stabilization of COz concentrations at a level around 
500 p.p.m.v. would require little action4. To derive the new 
profiles, we followed IS92a concentrations for 10-30 years and 
then fitted a smooth curve to the stabilization levels and dates used 
in ref. 1, using the same Pade approximant method. Figure 1 
compares the new profiles with the WGI profiles. Further details 
are given in ref. 4.

The emissions implied by these new pathways (Fig. 1, lower 
panel) were obtained using the model of Wigley5. Although the 
precise values are model-specific, as shown by the inter-model 
comparison of Enting et al. \  the qualitative character of the results 
and the relative differences in emissions due to concentration 
pathway differences are not.

The WGI analysis suggests that an immediate departure from 
the BAU path is required to meet all C02 concentration targets. 
Figure 1 shows that this is not so for concentration targets of 
450 p.p.m.v. and above. Furthermore, for targets of 550 p.p.m.v. 
and above, the maximum rates of emissions decline are similar in 
both the new and WGI cases (but more prolonged in the former).

Figure 2 compares the old (WGI) and new results in more detail 
for the 550 p.p.m.v. stabilization case, and assesses the sensitivity 
of the results to the length of the interval over which BAU 
emissions are followed. The upper panel shows the WGI pathway 
and revised pathways following BAU for 10, 20 and 30 years (the 
20-year case is that considered earlier). The emissions differences 
(middle panel) are striking in terms of the implied carbon intensity 
of the global energy system in the early decades of the next 
century. The different cumulative emissions pathways diverge 
initially and then become nearly parallel as one approaches and 
moves beyond the stabilization point ( a d  2150 in this case). 
Cumulative emissions are noticeably higher in the cases that 
follow IS92a initially (a result that applies to all stabilization 
levels). This is because the products of early emissions have a 
longer time to be removed from the atmosphere, and because the 
associated higher concentrations give stronger oceanic and ter-
restrial sinks. Thus, later emissions reductions allow greater total 
C 02 production, particularly for higher stabilization levels. These 
cumulative emissions differences, not considered by IPCC2, may 
have important economic implications.

We now turn to how mitigation costs might vary with the choice 
of concentration profile. The rising emissions baseline that we use 
corresponds to an assumption that, in the absence of policy 
intervention, C 02 emissions will continue to grow. This is con-
sistent with the overwhelming majority of studies recently 
reviewed by the IPCC6. The implication is that stabilizing con-
centrations will entail some positive mitigation costs. A growing 
baseline, however, does not imply the absence of “no regrets” 
emissions reduction options (that is, with zero or negative miti-
gation costs). Such options are typically included in sizeable
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FIG. 3 Global-m ean temperature (upper panels) and 
sea level changes (lower panels) for the S550 and 
WRE550 concentration stabilization pathways shown 
in Fig. 1. Results are from the models used in ref. 17, 
using the latest IPCC WGI estimate of the radiative 
forcing to 1990 and best-guess values of the climate 
sensitivity and ice-m elt model parameters. Sea level 
changes include the contributions from oceanic ther
mal expansion, and ice melt from the world’s glaciers 
and small ice caps, Greenland, and Antarctica. For the 
left panels, S 0 2 emissions are held constant at their 
1990 level. For the right panels, the effects of changes 
in anthropogenic S02 emissions (S) are added, with 
these changes directly coupled to those of fossil 
C02 emissions (F; values from Fig. 1) using 
S =  [S (19 9 0)/F(1 99 0 )]F . Ih both cases, the effects 
of non-C02 greenhouse-gases are accounted for by 
scaling C02 forcing by 1.33, the mean scaling for the 
IS92 emissions scenarios (compare ref. 21).

quantities in most economic analyses7,8. A  growing baseline only 
means that economically competitive low-carbon alternatives are 
in insufficient supply to arrest future growth in carbon emissions. 
Conversely, if one were to assume that there are ample no-cost 
options to produce a falling emissions baseline, stabilization 
would entail little if any mitigation costs9.

Several analysts have studied how mitigation costs might vary 
with the timing of the emissions reductions. For example, Nord- 
haus10 and Manne and Richels11 have identified cost-effective 
mitigation strategies for meeting a range of concentration targets. 
These studies show that to maintain cost-effectiveness, emissions 
tend to adhere longer to BAU the higher the concentration target 
(as assumed a  p r io r i  here). Richels and Edmonds12, in examining 
alternative emissions reduction pathways for stabilization at 
500p.p.m.v., found that the pathway can be just as important as 
the concentration stabilization level in determining the ultimate 
cost. Pathways involving modest reductions below a BAU scenario 
in the early years followed by sharper reductions later on were 
found to be less expensive than those involving substantial reduc-
tions in the short term. A  similar conclusion can be found in 
Kosobud e t  a l .13.

Viewing the stabilization issue as a carbon budget allocation 
problem helps explain why concentration pathways with higher 
near-term emissions have lower overall mitigation costs. Because 
cumulative emissions are approximately independent of the con-
centration pathway, for each stabilization level there is, roughly, a 
fixed allowable amount of C 0 2 to be released. The basic choice is, 
therefore, how this budget is to be allocated over time. From this 
perspective, the reasons for drawing more heavily on the budget in 
the early years are: (1) P o s i t iv e  m a r g in a l  p r o d u c t iv i ty  o f  c a p i ta l .  
With the economy yielding a positive return on capital14, the 
further in the future an economic burden (here, emissions reduc-
tion) lies, the smaller is the set of resources that must be set aside 
today to finance the burden. (2) C a p ita l  s t o c k  Stock for energy 
production and use is typically long-lived (for example, power 
plant, housing and transport). The current system is configured 
based upon a set of expectations about the future. Unanticipated 
changes will be costly. Time is therefore needed to reoptimize the 
capital stock. (3) T e c h n ic a l  p ro g re s s . There is ample evidence for 
past and potential future improvements in the efficiency of energy

supply, transformation and end-use technologies. Thus, the avail-
ability of low-carbon substitutes will probably improve and their 
costs reduce over time. In addition, as the emissions budget will be 
somewhat larger (that is, greater cumulative emissions) for path-
ways with higher emissions earlier, dependence on higher-cost, 
carbon-free alternatives is reduced.

We must stress that, even from the narrow perspective o f a cost- 
effectiveness analysis, our results should not be interpreted as 
suggesting a “do nothing” or “wait and see” policy. First, all 
stabilization pathways still require future capital stock to be less 
carbon intensive than under a BAU scenario. As most energy 
production and use technologies are long-lived, this has implica-
tions for current investment decisions. Second, new supply options 
typically take many years to enter the market place. To ensure 
sufficient quantities of low-cost, low-carbon substitutes in the 
future requires a sustained commitment to research, development 
and demonstration today. Third, any available “no regrets” 
measures for reducing emissions should be adopted immediately. 
Last, it is clear from Fig. 1 that one cannot go on deferring 
emissions reductions indefinitely, and that the need for substantial 
reductions of emissions is sooner the lower the concentration target.

It is, of course, also important to examine the environmental 
consequences of selecting one concentration or emissions trajec-
tory over another. This is because different concentration path-
ways imply, not only different emissions reduction costs, but also 
different benefits in terms of averted environmental impacts. In 
benefit-cost analyses of climate change policy options, it is 
common to use global-mean temperature and sea level rise as 
coarse indicators of the extent of climate impacts14,15. We there-
fore calculate how these indicators are affected by differences in 
the pathways to stabilization at an atmospheric C 0 2 concentration 
of 550p.p.m.v., based on the model of Wigley and Raper1617. We 
first consider the direct effects of greenhouse-gas concentration 
changes, and then how these results may be modified by S 0 2 
emissions. All results use the central IPCC-recommended esti-
mate of climate sensitivity18 (2.5 °C equilibrium global-mean 
warming for a doubling of atmospheric C 0 2 levels) and best- 
guess ice-melt model parameters17.

Figure 3 (left panels) shows that, if greenhouse gases alone are 
considered, both temperature change and sea level rise would be

NATURE • VOL 379 ■ 18 JANUARY 1996242



294 Climate Change

noticeably affected by the choice of pathway towards stabilization 
at 550 p.p.m.v. These results, however, depend critically on how 
S02 emissions are assumed to change in the future. For the 
greenhouse-gas-alone case, we have assumed these emissions to 
remain constant at their 1990 level. As an alternative, we also 
consider a case where S02 emissions are closely coupled to fossil- 
fuel-derived C02 emissions. This case is consistent with the IPCC 
(IS92) emissions scenarios, except for IS92d, out to at least 2050 
(ref. 3). It could occur if developing countries were less successful 
than developed countries in decoupling S02 and C02 emissions. In 
global-mean terms, S02/C02 emissions coupling leads to compen-
sation between the reduced warming from reduced C02 emissions 
and an increased warming due to reduced S02 emissions19,20.

To demonstrate the significance of this link, we give a specific 
example. This example is not meant to provide quantitative 
information on environmental impacts (which, for climate 
change, cannot be achieved through global-mean temperature 
alone), but to draw attention to aerosol influences as a critical 
factor in assessing the benefit-cost balance. Figure 3 compares 
global-mean temperature and sea level results for constant S02 
emissions (left panels) with those for directly coupled C02 and 
S02 emissions (right panels). With S02 coupling, the lower- 
emissions case (S550) actually has warmer temperatures out to 
around 2040. This is because the much shorter lifetime of aerosols 
leads to a more rapid radiative forcing response to S02 emissions 
changes than to C02 emissions changes, allowing the former to 
dominate initially (compare refs 19,20). For sea level, coupling has 
a similar but less marked effect.

The market (for example, agriculture, timber and fisheries) and 
non-market (for example, biodiversity, environmental quality and 
human health) implications of these results are unclear: do path-
way-related differentials up to ~0.2 °C in global-mean tempera-
ture and 4 cm in global-mean sea level change translate into 
significantly higher damages and, if so, are these large enough to 
offset the reduced cost of a more economical transition away from 
fossil fuels? The answer depends on the regional details associated 
with these changes, and the sensitivities of impact categories to 
changes in important climate variables. Both aspects are highly 
uncertain. Nevertheless, it is clear that the choice of emissions 
path requires the consideration of both costs and benefits. □  * 1 11

Change: An Analysis Using the Global Change Assessment Model (GCAM) (PNL-9798, UC- 
402, Pacific Northwest Lab., Richland, WA, 1994).
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Decoupling China’s Carbon Emissions Increase from 
Economic Growth: An Economic Analysis and Policy

Implications
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Summary. — As the world’s second largest carbon emitter, China has long been criticized as a 
“free-rider” benefiting from other countries’ efforts to reduce greenhouse gas emissions but not 
taking responsibility for its own emissions. China has been singled out as one of the major targets at 
the subsequent negotiations after the Kyoto meeting. By analyzing the historical contributions of 
interfuel switching, energy conservation, economic growth and population expansion to China’s 
C 0 2 emissions during 1980-97, this article clearly demonstrates that the above criticism is 
unjustified. Moreover, given the fact that the role o f China is an issue o f perennial concern at the 
international climate change negotiations, the article envisions some efforts and commitments that 
could be expected from China until its per capita income catches up with the level of middle- 
developed countries. By emphasizing the win-win strategies, these efforts and commitments are 
unlikely to jeopardize China’s economic development and, at the same time, would give the country 
more leverage at the international climate change negotiations subsequent to the Buenos Aires 
meeting. © 2000 Elsevier Science Ltd. All rights reserved.

Key words — China, energy, carbon dioxide emissions, CGE model, environmental policy, climate 
change

1. INTRODUCTION

China is the world’s most populous country 
and largest coal producer and consumer. At 
present, it contributes 13.5% of global carbon 
dioxide (C02) emissions, which makes it the 
world’s second largest emitter of C02, after the 
United States, according to the World Energy 
Council (see Table 1). China’s share in global 
C 02 emissions is expected to increase and is 
likely to exceed that of the United States by 
2020, if the current trend of economic devel-
opment in China continues (World Bank, 1994; 
Energy Information Administration, 1999). In 
the face of a potentially serious global climate 
change problem, Annex I countries 1 finally 
committed themselves to legally binding emis-
sions targets and timetables for reducing their 
greenhouse gas emissions in December 1997, at 
a meeting in Kyoto, Japan. Under the Kyoto 
Protocol to the United Nations Framework 
Convention on Climate Change (UNFCCC), 
these industrialized countries together must 
reduce their emissions of six greenhouse gases 
by at least 5% below 1990 levels over the 
commitment period 2008-2012, with the

European Union (EU), the United States and 
Japan required to reduce their emissions of 
such gases by 8%, 7% and 6% respectively 
(UNFCCC, 1997). The Protocol will become 
effective once it is ratified by at least 55 parties 
whose C 02 emissions represent at least 55% of 
the total from Annex I countries in the year 
1990.

Since China has made no concrete commit-
ments, it has been criticized as a “free-rider” 
benefiting from other countries’ efforts to abate 
greenhouse gas emissions but not taking 
responsibilities of its own. This article is devo-
ted to examining whether the above criticism 
holds up by analyzing the historical contribu-
tions of interfuel switching, energy conserva-
tion, economic growth and population

* I would like to thank Jose Goldemberg, Thomas B. 
Johansson, Walter Reid and two anonymous referees for 
useful discussions and comments on an earlier version of 
the article. The views expressed here are those of the 
author. The author bears sole responsibility for any 
errors and omissions that may remain Final revision 
accepted: 6  August 1999.
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Table 1. Shares o f  g lo b a l C O i em issions a n d  w orld  
p o p u la tio n , 1996*

Share of global Share of the
C02 emissions world popula

(%) tion (%)

USA 25.0 4.7
EU-15 14.7 6.5
China 13.5 21.5
CIS Republics 10.2 5.0
Japan 5.6 2.2
India 3.6 16.3
Canada 2.1 0.5
Australia 1.3 0.3

a Source: Jefferson (1997).

expansion to China’s C02 emissions during 
1980-97. Such an analysis clearly indicates that 
China has made a significant contribution to 
reducing global C 02 emissions, although none 
of these carbon savings has resulted from 
conscious domestic climate mitigation policies. 
Moreover, given the fact that the role of China 
is an issue of perennial concern at the interna-
tional climate change negotiations, the article 
envisions some plausible strategies that China 
might take subsequent to the Buenos Aires 
meeting.

2. HISTORICAL EVOLUTION OF C 02 
EMISSIONS IN CHINA

With more than 1.2 billion people, China is 
home to about 21.5% of the world’s population 
(see Table 1) and has a large and rapidly 
growing economy, making the country an 
important player on the world’s stage. Since 
launching its open-door policy and economic 
reform in late 1978, China has experienced 
spectacular economic growth, with its gross 
domestic product (GDP) increasing at the 
average annual rate of about 10% over 1978— 
97. Along with the rapid economic develop-
ment, energy consumption rose from 571.4 
million tons of coal equivalent (Mtce) in 1978 
to 1440.0 Mtce in 1997. Currently, China 
consumes almost 1,400 million tons of coal a 
year, leading the world in both production and 
consumption of coal. As indicated in Figure 1, 
coal has accounted for about 75% of the total 
energy consumption over the past years. This 
share has remained stable after having 
increased from 70% in 1976, indicating that 
coal has fuelled much of China’s economic

growth over the past two decades. Although 
China surpassed Russia to become the world’s 
second largest energy producer and user in 
1993, China’s current per capita energy 
consumption of 1.165 tons of coal equivalent 
(tee) is about half the world’s average, or only 
about 1/12th of that of the United States (see 
Table 3).

Accompanying the growth in fossil fuel use, 
China’s C 02 emissions have grown rapidly. 
The corresponding C 02 emissions from fossil 
fuels in China over 1980-97 have been calcu-
lated based on fossil fuel consumption and by 
using the C 02 emission coefficients given in 
Table 2 that are measured in tons of carbon 
per ton of coal equivalent (tC/tce) and are 
generally considered suitable for China. As 
shown in Table 3, the total C 02 emissions 
in China rose from 358.60 million tons of 
carbon (MtC) in 1980 to 847.25 MtC in 1997, 
with an average annual growth rate of 5.2%. 
China thus ranks as the world’s second 
largest C 02 emitter only behind the United 
States. But on a per capita basis, China’s C 02 
emissions of 0.685 tC in 1997 (see Table 3) 
were very low, only about half the world 
average.

The breakdown of C 02 emissions by fuel is 
shown in Figure 2. Because of the coal-domi-
nant structure of Chinese energy consumption, 
it is not surprising that coal predominates, 
accounting for 81.3% of the total emissions in 
1997. This share has remained almost unchan-
ged over the past two decades.

3. THE CONTRIBUTIONS OF C 02 
EMISSIONS IN CHINA

Let us now examine the contributions of 
interfuel switching, energy conservation, 
economic growth and population expansion to 
China’s C 02 emissions over the past 17 years.

C 02 emissions can be decomposed as 
follows: 2

/  C \  fFEC \ /  TEC \  f  GDP\
~  \F E C /  \ T E C )  \ G D P )  \ P O P  )  

P O P ,

where C is the amount of C 02 emissions, FEC 
is the total carbon-based fossil fuel consump-
tion, TEC is the total commercial energy 
consumption, GDP is the gross domestic 
product, and POP is the population.



Climate Change 297

CHINA’S CARBON EMISSIONS AND ECONOM IC GROW TH 741

Figure 1. Composition o f  energy consumption in China, 1976-97. Sources: Drawn based on data from  the State
Statistical Bureau (1992, 1998).

Table 2. CO2 emission coefficients for China11

Fuels tC/tce

Coal 0.651
Oil 0.543
Natural gas 0.404
Hydropower, nuclear power and 0

renewables

a Source: Energy Research Institute (1991).

T a k in g  logs a n d  d ifferences o v e r tim e  yields:

A lo g C  -  A lo g{C/FEC) +  Mog{FEC/TEC)
+ A\og(TEC/GDP)
+  A lo g  [GDP/POP) +  A lo g  (PO P).

T h is  is a  p e rfe c t d e c o m p o s itio n  m e th o d  
b ecau se  it g ives n o  re s id u a l o n  th e  r ig h t-h a n d  
side. In  o th e r  w o rd s , th e  su m  o f  th e  five te rm s 
o n  th e  r ig h t-h a n d  side o f  th e  a b o v e  e q u a tio n  is 
exac tly  e q u a l to  th e  te rm  o n  th e  le f t-h a n d  side. 
T h is  c a n  be i llu s tra te d  as fo llow s. S u b tra c tin g  
th e  five te rm s o n  th e  r ig h t-h a n d  side f ro m  th e  
te rm  o n  the  le f t-h a n d  side, w e h ave

A lo g C  -  (A lo g (C /P F C )  +  A\og{FEC /  TEC)
4- A log(7E C /G T > P ) T A log  {GDP/POP)
+  A lo g  (PO P))

=  A lo g C  -  (A lo g C  -  A lo g P E C  +  A lo g P E C  

-  A lo g  TEC 4- A lo g  TEC -  A lo g  GDP 
4- A lo g  GDP -  A lo g P O P  +  A lo g  POP)

=  A lo g C  -  A lo g C  =  0.

N o w  le t u s  e x p la in  w h a t is m e a n t by  th e  five 
te rm s  o n  th e  r ig h t-h a n d  side o f  th e  a b o v e  
id en tity . T h e  firs t te rm  o n  th e  r ig h t-h a n d  side 
sh o w s th e  effect o f  c h an g e s  in  th e  c o m p o s itio n  
o f  c a rb o n -b a s e d  fossil fue ls  o n  em iss io n s , a n d  
th e  se c o n d  te rm  in d ic a te s  th e  c o n tr ib u tio n  
o f  th e  p e n e tra t io n  o f  c a rb o n -fre e  fuels (1 -  
EEC/TEC) to  a  re d u c tio n  in  em iss io n s ( if  th e  
sh a re  o f  c a rb o n -f re e  fuels ( 1 - P E C / 7 E C )  is 
in c re a se d , th e  C 0 2 em iss io n s  c a n  be  effectively 
re d u ce d ). T h ese  tw o  te rm s  th e re fo re  c a p tu re  th e  
c o n tr ib u t io n  o f  in te rfu e l s u b s ti tu tio n  to  th e  
c h an g e s  in  em iss io n s , as e x p la in e d  below : fuels 
v a ry  c o n s id e ra b ly  in  th e ir  re la tiv e  C 0 2 em is-
sions. Specific  C 0 2 em iss io n  f ro m  b u rn in g  co a l 
is 1.6 tim e s  th a t  f ro m  n a tu ra l  gas a n d  1.2 tim es 
th a t  f ro m  oil (see T a b le  2). H y d ro p o w e r , 
n u c le a r  en e rg y  a n d  re n ew a b les  d o  n o t  p ro d u c e  
C 0 2 e m iss io n s . In  th is  re g a rd , in c re ased  u se  o f  
c a rb o n -fre e  en erg y  so u rces , a lo n g  w ith  su b s ti-
tu t io n  o f  n a tu r a l  gas fo r  th e  m o re  p o llu tio n -  
p ro d u c in g  c o a l a n d  o il, w o u ld  c learly  red u ce  
C 0 2 em iss io n s . T h e  th ird  te rm  sh o w s th e  effect
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of changes in the aggregate energy intensity on 
emissions, and the last two terms show the 
effect on emissions due to growth in income per 
capita and population respectively. Needless to 
say, this identity is in a form suitable for ana-
lyzing the historical contributions of interfuel 
switching, energy conservation, economic 
growth, and population expansion to C02 
emissions by examining the relevant time-series 
data.

Table 4 shows the results of this analysis for 
1980-97, based on data given in Table 3. It 
quantifies the historical contribution to C02 
emissions each factor has made. Population 
data, GDP values and commercial energy 
consumption of various types have been taken 
from the State Statistical Bureau (1992, 1998). 
The corresponding C02 emissions associated 
with the fossil fuel consumption have been 
calculated above. Part of the data in Table 3 is 
presented in Figure 3, after normalization to 
the year 1980.

The results in Table 4 and Figure 3 clearly 
indicate the relative importance of each factor 
in terms of its contribution to C02 emissions 
growth. Given that China has been the most 
rapidly expanding economy over the past 17 
years, it is not surprising that economic growth 
measured in per capita GDP was overwhelm-
ing. This factor alone resulted in an increase of 
799.13 MtC. During the corresponding period,

through its strict family planning program, 
China experienced a very low rate of popula-
tion growth in comparison with other countries 
at China’s income level, which in turn contrib-
uted to a smaller increase in China’s C02 
emissions than would otherwise have been the 
case. 3 As a result, population expansion was 
responsible for an increase of 128.39 MtC, an 
increase in emissions considered to be modest 
given its population size. In addition, the 
change in fossil fuel mix contributed to an 
increase in emissions (3.93 MtC), but its role 
was very limited because the share of coal use in 
total commercial energy consumption increased 
only slightly during the period.

By contrast, a reduction in energy intensity 
tended to push C02 emissions down. Since the 
early 1980s, the Chinese government has been 
placing great emphasis on energy conservation 
and has formulated and implemented approxi-
mately 30 energy conservation laws concerning 
the administrative, legislative, economic and 
technological aspects of energy conservation. 
After years of preparation, China’s Energy 
Conservation Law was enacted on November 
1, 1997 and came into force on January 1, 1998. 
In order to efficiently use energy, China has 
significantly reduced subsidies for energy 
consumption, with coal subsidy rates falling 
from 61% in 1984 to 37% in 1990 and to 29% in 
1995, and petroleum subsidy rates falling from

Table 4. B r e a k d o w n  o f  th e  c o n tr ib u tio n s  to  C O 2 em is s io n s  g r o w th , 1 9 8 0 - 9 7  ( M tC ) *

Due to change in 
fossil fuel carbon 
intensity

Due to
penetration of 

carbon free fuel

Due to change 
in energy 
intensity

Due to 
economic 

growth

Due to 
population 
expansion

Total change 
in C 02 

emissions
+3.93 -10.48 -432.32 +799.13 +128.39 +488.65

a A positive sign indicates an increase; a negative sign indicates a decline.

CHINA’S CARBON EMISSIONS AND ECONOMIC GROWTH 743

Figure 2. C h in a 's C 0 2 e m iss io n s  b y  fu e l.
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55% in 1990 to 2% in 1995 (Kosmo, 1987; 
World Bank, 1997a). Currently, coal prices 
are largely decided by the market and vary 
significantly, depending on the destination of the 
coal. 4 Energy pricing reforms may have already 
proceeded to the point where the bottlenecks to 
more adoption of efficiency measures have less 
to do with energy prices than other factors 
(Sinton, Levine & Wang, 1998). Along with the 
economic reforms that, among other achieve-
ments, have spurred investment in more energy 
efficient production technologies (World Bank, 
1997b), the Chinese government has also 
played a crucial role both in promoting a shift 
of economic structure toward less energy-in-
tensive services (see Table 5) and a shift of 
product mix toward high value-added prod-
ucts, and in encouraging imports of energy-in-
tensive products. 5 Furthermore, efforts have 
been made toward implementing nationwide 
energy conservation programs. For example, 
state capital construction loans for efficiency

are at an interest rate 30% lower than 
commercial loans, and state technological 
renovation loans for efficiency are with 50% of 
the interest subsidized (Sinton et  al., 1998). The 
creation of over 200 energy conservation tech-
nology service centers throughout the country, 
which have worked most closely with the end- 
users of the efficient technologies, devices and 
practices that the government has sought to 
promote, has been extremely valuable. In the 
power industry, efforts have been made toward 
developing large-size, coal-fired power plants. 
In 1987, only 11 power stations had an unit 
capacity of 1 gigawatt (GW) and above. The 
combined capacity of these power stations was 
about 15 GW, accounting for one-seventh of 
the country’s total. By 1994, there were 34 
power stations with a unit capacity of 1 GW 
and above, with a combined capacity of 43 
GW, accounting for 21.4% of the country’s 
total (SETC, 1996). In the meantime, the share 
of generating units having a capacity of

Figure 3. C o n tr ib u tio n  to  C O 2 e m is s io n s  in C h in a , 1 9 8 0 -9 7 .
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Table 5. The composition o f  GDP in China, Japan and the United States (percentage o f  G D P f

1980

China

1990 1997
Japan

1995

United States 

1995

Agriculture 30.1 27.1 18.7 2 2
Industry 48.5 41.6 49.2 38 26
Services 21.4 31.3 32.1 60 72

“ Sources: State Statistical Bureau (1998) and World Bank (1997c).

100 MW and above increased from 32.5% in 
1984 to 57.2% in 1994 (MOEP, 1985; SETC, 
1996). Along with these large units commis-
sioned into operation, the average generation 
efficiency of thermal power increased from 
28.5% in 1984 to 29.7% in 1994. Given the sheer 
size of the Chinese power industry, even these 
small efficiency improvements translate into 
large coal savings when multiplied by tens of 
GW of capacity installed.

Clearly, it is by implementing these policies 
and measures that great progress in decoupling 
China’s GDP growth from energy consumption 
has been made, with an annual growth of 
10.06% for the former but only 5.26% for the 
latter during 1980-97. This achievement corre-
sponds to an income elasticity of energy 
consumption of 0.52 and to an annual saving 
rate of 4.37%.6 The fact that most developing 
countries at China’s income level have the 
income elasticity of energy consumption well 
above one (see Table 6) clearly indicates that 
China’s achievement is rarely accomplished in 
countries at this level of development (IEA, 
1998). 7 As a result, a reduction of 432.32 MtC 
was achieved. In other words, without the 
above policies and measures toward energy 
conservation, China’s C 02 emissions in 1997 
would have been 432.32 MtC higher, or more 
than 50% higher, than its actual emissions.

In addition to energy conservation, the 
penetration of carbon-free fuels contributed to

a small reduction in C 02 emissions (-10.48 
MtC). This is mainly due to the underdevel-
opment of hydropower, and partly because the 
development of nuclear power in China is still 
at the start-up stage.

From the preceding analysis, it follows that 
China has made a significant contribution to 
reducing global C 02 emissions, although none 
of these carbon savings has resulted from 
conscious domestic climate mitigation policies. 
Unfortunately, China’s contribution has been 
too little appreciated. While China’s achieve-
ments in this area are impressive, we might ask 
how the OECD countries have performed in 
this regard. They accounted for 50.3% of global 
C 02emi ssions in 1996 compared with 49.6% in 
1990 (Jefferson, 1997) and promised at the 
Earth Summit in June 1992 to individually or 
jointly stabilize emissions of C 02 and other 
greenhouse gases at their 1990 levels by 2000. 
As shown in Table 7, the total C 02 emissions in 
the OECD countries rose by 7.8% over 1990— 
96. On their current trends, C 02 emissions in 
the United States and EU-15 (the 15-member 
countries of the European Union) would be 
13% and 8% above the promised targets in 2000 
respectively (Jefferson, 1997; Reid & Goldem- 
berg, 1997). Therefore, it is fair to say that, with 
few exceptions, few OECD countries are likely 
to meet their voluntary commitments to stabi-
lizing C 02 emissions at their 1990 levels by 
2000.

Table 6. Growth rates o f  GDP and energy consumption, and the income elasticity o f  energy consumption among dif-
ferent economies, 1980-94?

Annual growth of 
GDP (%)

Annual growth of 
energy consumption (%)

Income elasticity of 
energy consumption

Low-income economies6 2.5 3.3 1.32
China 11.0 4.5 0.41
India 5.2 6.3 1.21

Upper-middle-income economies 2.5 3.9 1.56
High-income economies 2.8 1.1 0.39

4 Source: Calculated based on data from the World Bank (1996). 
b Excluding China and India.
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Table 7. Changes in COj emissions from  fossil fuel 
among selected countries and regions (%)'i b

1990-96 1995-96

OECDc +7.8 +2 .6
EU-15 +0.9 +2.3

Denmark +41.0 +2 0 .6
Germany -7.8 + 2 .1
Netherlands + 1 0 .0 + 2 .6
United Kingdom - 1.0 +2.9

United States +8.4 +3.3
Canada +5.5 + 1 .6
Japan + 14.3 + 1 .8
Australia +9.5 +2 .2
New Zealand + 10.7 +4.0
Norway + 14.5 +7.3
CIS and C&E Europe -31.0 - 2 .6
Developing countries +32.0 +5.1
World +6.4 +2.7

a A positive sign indicates an increase; a negative sign 
indicates a decline. 
b Source: Jefferson (1997). 
c Excluding Mexico, Korea, Hungary and Poland.

4. WHAT CAN BE EXPECTED FROM
CHINA AT THE CLIMATE CHANGE 
NEGOTIATIONS SUBSEQUENT TO 

BUENOS AIRES?

Of course, the above discussion is not to 
justify no further action by China. Indeed, 
faced with both the mounting pressure from the 
United States and the new post-Kyoto negoti-
ating environment, and given the global char-
acteristics of climate change and China’s 
importance as a source of future C 02 emissions 
in line with its industrialization and urbaniza-
tion, China must take further responsibility.

(a) The changed negotiating environment

Prior to Kyoto, developing counties’ demand 
for US leadership in emissions reduction and 
the EU proposal for a 15% cut in emissions of a 
basket of three greenhouse gases below 1990 
levels by 2010 put collective pressure on the 
United States, which leads the world in green-
house gas emissions. Now the United States has 
made legally binding commitments at Kyoto. 
The Kyoto target is seen as insufficient but yet 
not unreasonable given that the US economy 
would not be unduly disrupted. 8 Now the ball 
has kicked into China’s court. The United 
States has made it clear that bringing key 
developing countries, including China, on 
board has been and will continue to be its focus 
of international climate change negotiations.

According to some US senators, it will be 
countries like China, India and Mexico that 
will decide whether the United States will ratify 
the Kyoto Protocol. It is therefore conceivable 
that the pressure will mount for China to make 
some kind of commitment at the negotiations 
subsequent to Buenos Aires. The world’s media 
will undoubtedly bring attention to China’s 
nonparticipation, which will be seen as holding 
up the ratification of the Protocol by the US 
Senate and possibly even be blamed for 
“blowing up” subsequent negotiations aimed at 
dealing with developing countries’ commit-
ments.

While preparing for greater and greater 
pressure from the United States, China should 
take the following non-US factors into account 
in developing its post-Kyoto climate negotia-
tion strategies.

First, although the group of 77 and China 
managed to block the US proposal for allowing 
a developing country to commit voluntarily to 
reductions in greenhouse gas emissions at 
Kyoto, the United States had partial success in 
weakening the position of the group. As might 
be expected, the United States will continue to 
apply the “divide and rule” tactic by getting at 
least a few to accept obligations they are not 
required to undertake and then putting pres-
sure on the rest of the developing countries to 
do the same, exploiting the fact that developing 
countries such as Argentina have already 
determined to take on voluntary commitments. 
Given the fact that developing countries are a 
more diverse and heterogeneous group than 
Annex I countries, and that their interests in the 
climate change debate are heterogeneous and 
occasionally competing, it might be very diffi-
cult to prevent some countries in the group— 
particularly those countries with a relatively 
high per capita income and that perceive the 
greatest potential gain from emissions trad-
ing—from being drawn into making commit-
ments of their own at the negotiations 
subsequent to Buenos Aires.

Second, after the first commitment period 
2008-2012, China will surpass the United 
States as the world’s largest greenhouse gas 
emitter, due mainly to its sheer size of popula-
tion and partly to its rapid economic growth 
and continued heavy reliance on coal. While it 
will still take another couple of decades for 
cumulative greenhouse gas emissions from 
China to exceed those of the United States, 
Western media and some US senators could 
deliberately misguide the general public’s
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attention and then shift the attack from the 
United States to China.

Third, although in accordance with the 
principle of common but differentiated 
responsibilities Annex I countries should take 
the lead in reducing their greenhouse gas 
emissions and providing adequate technology 
transfer and financing to non-Annex I coun-
tries, broadening commitments to include all 
countries in the long term is necessary and 
unavoidable in order to achieve the UNFCCC’s 
ultimate objective of stabilizing greenhouse gas 
concentrations in the atmosphere at a level that 
would prevent dangerous anthropogenic inter-
ference with the climate system.

(b) China's strategies at the climate change 
negotiations subsequent to Buenos Aires

Faced with a different situation from that at 
Kyoto, China should rethink its strategies at 
the international climate change negotiations 
subsequent to Buenos Aires. On the one hand, 
China should make more efforts to communi-
cate to the industrialized world the substantial 
contributions it has already made to limiting 
greenhouse gas emissions. China has cut its 
energy consumption per unit of output in half 
since 1980, indicating that if the energy inten-
sity were the same now as in 1980, China would 
consume twice as much energy, and produce 
twice as much C 02 emissions as it now does. 
Unfortunately, this achievement is not widely 
known or appreciated outside of China: 
outsiders know that the Chinese economy is 
booming, but they are not as cognizant of 
China’s very impressive improvement in energy 
efficiency. Therefore, efforts toward effective 
communication about what has been achieved 
in China to the outside world will help to 
correct the distorted picture that had been 
painted.

On the other hand, while insisting on its 
legitimate demand for industrialized countries 
to provide adequate technology transfer and 
financing, and demanding that emissions 
targets beyond the first commitment period be 
set for Annex I countries at the subsequent 
negotiations over new additional developing 
countries’ commitments, China could propose 
and direct negotiations, rather than just react 
and respond. In proposing its voluntary efforts 
and commitments, China should bear in mind 
that demanding “equal per capita entitlements” 
is politically unrealistic for the time span we are 
considering, although it is perfectly justified on

grounds that all human beings are born equal 
and that the atmosphere is a global common. 
On the other hand, the US demand for 
imposing a cap on China’s future emissions is 
absolutely unacceptable for China, at least until 
its per capita income catches up with the level 
of middle-developed countries. For these 
reasons, I put aside the proposal for either 
“equal per capita entitlements” or an absolute 
cap on national emissions. I envision the 
following six proposals that could be put on the 
table as China’s plausible negotiation position, 
which are each described in the order of their 
stringentness.

First, China could regard its active partici-
pation in the Clean Development Mechanism 
(CDM) under the Kyoto Protocol as “mean-
ingful participation.” If appropriate rules and 
guidelines for the CDM are defined, what then 
are the potential areas in China’s interest? It is 
usually acknowledged that the success of the 
CDM premises an effective understanding of 
local (host country) development aspirations 
and the use of the CDM to push ahead with 
efforts to achieve these aspirations. Thus, in 
order to enhance their possibility of success, 
there is the need to make due consideration of 
local objectives and local conditions in design-
ing the CDM projects. Considering that China 
is more concerned with local pollutants, such as 
S02, NOx and particulates from coal burning, 
and regards them as its own environmental 
priorities, it is expected that the most potential 
areas of interest to China are related to those 
activities and options aimed at: (i) improving 
the efficiency of energy use, particularly at 
energy-intensive energy sectors (for example, 
iron and steel industry, chemical industry, 
building materials industry, and power indus-
try) and devices (for example, industrial boil-
ers); (ii) pushing efficient use of coal through 
increasing proportion of raw coal washed; 
popularizing domestic use of coal briquette; 
substitution of direct burning of coal by elec-
tricity through development of large-size, 
high-temperature and high-pressure efficient 
coal-fired power plants; expanding district 
heating systems and developing co-generation; 
increased penetration of town gas into urban 
households; and through development and 
diffusion of environmentally sound coal tech-
nologies; (iii) speeding up the development of 
hydropower and nuclear power; and (iv) 
developing renewables (Zhang, 1997b).

Second, just as Article 3.2 of the Kyoto 
Protocol requires Annex I countries to “have



304 Climate Change

748 W ORLD DEVELOPMENT

made demonstrable progress” in achieving their 
commitments by 2005, China could commit to 
demonstrable efforts toward slowing its green-
house gas emissions growth at some point 
between the first commitment period and 2020. 
Securing the undefined “demonstrable 
progress” regarding China’s efforts is the best 
option that China should fight for at the 
international climate change negotiations 
subsequent to Buenos Aires.

Third, if the above commitment is not 
considered “meaningful,” China could go a 
little further to make voluntary commitments 
to specific policies and measures to limit 
greenhouse gas emissions at some point 
between the first commitment period and 2020. 
Policies and measures might need to be devel-
oped to demonstrate explicitly whether China 
has made adequate efforts. Such policies and 
measures might include abolishing energy 
subsidies, improving the efficiency of energy 
use, promoting renewable energies, and 
increasing the research and development 
(R&D) spending on developing environmen-
tally sound coal technologies.

China should resort to all means of securing 
either of the above deals. If all the attempts 
prove unsuccessful, China might resort to the 
last three options.

Fourth, China could make a voluntary 
commitment to total energy consumption or 
total greenhouse gas emissions per unit of GDP 
at some point around or beyond 2020. In my 
view, carbon intensity of the economy is 
preferred to energy intensity of the economy 
(i.e., total energy consumption per unit of 
GDP) because all the efforts toward shifting 
away from high-carbon energy are awarded by 
the former. Such a commitment would still 
allow China to grow economically while 
improving the environment. It reflects a basic 
element of the UNFCCC, which has recong- 
nized the developing countries’ need for further 
development and economic growth. The 
industrialized countries have no reason or right 
to argue against it. To do so would contradict 
their claim that asking China’s involvement in 
combating global climate change is not inten-
ded to limit its capacity to industrialize, reduce 
poverty and raise its standard of living. Even if 
the Chinese government has claimed that China 
will continue its efforts toward improving 
energy efficiency and minimizing further 
degradation of the environment in any event, it 
would be wise to propose an explicit value for 
carbon intensity of the Chinese economy as a

starting point for negotiations. In this regard, 
there is a pressing need for comprehensive 
analysis and quantification of the economic 
implications of climate change for China. For a 
long time, the Chinese government has claimed 
that asking China to take action would seri-
ously harm China’s economic development. 
Until now, however, inside of China there has 
been no single comprehensive study indicating 
the economic effects of possible future carbon 
limits for China, for example, in terms of 
foregone national income, although there have 
been some such studies done outside of China 
(e.g., Zhang, 1997a, 1998). Findings that show 
that China would be the region hardest hit by 
carbon limits can help to convince the world of 
the Chinese government’s claim. Such infor-
mation can be used to China’s advantage in 
bargaining a possible targeted carbon intensity 
with other countries, as well.

The fifth option would be for China to 
commit voluntarily to an emissions cap on a 
particular sector at some point around or 
beyond 2020. Taking on such a commitment, 
although already burdensome for China, could 
raise the concern about the carbon leakage 
from the sector to those sectors whose emis-
sions are not capped.

This leads to the final option that China 
could offer: a combination of a targeted carbon 
intensity level with an emissions cap on a 
particular sector at some point around or 
beyond 2020. China ultimately cannot afford to 
go beyond it until its per capita income catches 
up with the level of middle-developed countries.

It should be pointed out that before legally 
binding commitments become applicable to 
Annex I countries, they have a grace period of 
16 years starting from the Earth Summit in 
June 1992 when Annex I countries promised 
individually or jointly to stabilize emissions of 
C 02 and other greenhouse gases at their 1990 
levels by the end of this century to the begin-
ning of the first commitment period in 2008. 
Therefore, China could demand a grace period 
before either of the last three commitments 
becomes legally binding. Even without the 
precedent for Annex I countries, China’s 
demand is by no means without foundation. 
For example, the Montreal Protocol on 
Substances that Deplete the Ozone Layer 
grants developing countries a grace period of 10 
years (Zhang, 1997a). Moreover, China could 
insist that accession of developing countries 
and burden sharing be based on ability to pay. 
As such, a country is expected to take on
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emissions limitation commitments once it 
exceeds a threshold level of per capita income. 
On the one hand, this approach would avoid 
the costing negotiations for accession of 
developing countries on an individual basis. On 
the other hand, the approach would bind China 
and other developing countries, thus giving 
China more clout in the final bargaining in 
determining a threshold level.

5. CONCLUSIONS

In the face of a potentially serious global 
climate change problem, the industrialized 
countries finally committed themselves to 
binding legally emissions targets and timetables 
for reducing their greenhouse gas emissions in 
December 1997 in Kyoto. Since China has 
made no concrete commitments, it has been 
criticized as a “free-rider.,’ By examining the 
historical evolution of China’s C 02 emissions 
during 1980-97, however, and analyzing the 
historical contributions of interfuel switching, 
energy conservation, economic growth and 
population expansion to C 02 emissions, we 
have shown that such criticism is without 
foundation. Indeed, China has made a signifi-
cant contribution to reducing global C 02 
emissions. By implementing a series of policies 
and measures toward energy conservation, 
China has cut its energy consumption per unit 
of output in half since 1980. In other words, 
without these efforts, China’s C 02 emissions in 
1997 would have been 432.32 MtC higher, or 
more than 50% higher, than its actual emis-
sions. Given the fact that most developing 
countries at China’s income level have the 
income elasticity of energy consumption well 
above one (see Table 6), this makes China’s 
achievement unique in the developing world, 
and surpasses that of the OECD countries, 
most of which will fail to honor their promises 
at the Earth Summit to stabilizing C 02 emis-
sions at their 1990 levels by 2000. Clearly, in 
order to correct a much distorted picture that 
has been painted of China, there is a pressing 
need for China to communicate effectively its 
achievements to the outside world.

Of course, this is not to justify in action by 
China. Indeed, faced with both the mounting 
pressure from the United States and the new 
post-Kyoto negotiating environment, and given 
the global characteristics of climate change and 
China’s importance as a source of future C 02 
emissions in line with its industrialization and

urbanization, China cannot come away without 
taking due responsibilities. Indeed, taking 
responsibility for combating global climate 
change should be in China’s interest on the 
following grounds.

First, because climate-sensitive sectors such 
as agriculture still account for a much larger 
proportion of GDP in China than in the 
developed countries (see Table 5), China is even 
more vulnerable but less able to adapt to 
climate change than the developed countries. 
Therefore, a broad commitment to global 
efforts toward limiting greenhouse gas emis-
sions would reduce the potential damage from 
climate change in China itself. After all, it is not 
only the developed countries whose climate will 
change if greenhouse gas emissions are not 
reduced.

Second, energy is relatively scarce in China, 
with per capita energy endowments far below 
the world average (see Table 8). Although 
energy consumption per unit of output in 
China has been cut in half since 1980, its major 
industries continue to use energy far more 
intensively than in industrialized countries (see 
Table 9). By making the above commitments, 
China will be pushed to use its scarce energy 
resources more efficiently.

Third, driven by the threat of further degra-
dation of the environment9 and the harmful 
economic effects of energy shortages, China is 
already determined to push energy conserva-
tion and enhanced energy efficiency in general 
and more efficient coal usage in particular. 
Although it is taking such drastic domestic 
efforts on its own, China badly needs assistance 
and economic and technical cooperation with 
the developed countries, because of the huge 
amounts of capital and technical expertise 
required. In this regard, the CDM, if designed 
appropriately, could provide an opportunity 
for China to get increased access to more 
advanced energy efficiency and pollution 
control technologies and additional funding.

On the other hand, economic development 
remains a priority for China. For this reason, 
any demand for imposing a cap on its future 
emissions is unacceptable for China, at least 
until its per capita income catches up with the 
level of middle-developed countries. Realistic 
efforts and commitments that could be expected 
from China range from attempts to slow its 
greenhouse gas emissions growth at some point 
between the first commitment period and 2020, 
to a commitment to a combination of a targeted 
carbon intensity level with an emissions cap on a
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Table 8 . Proved reserves and utilization rates o f fossil fuels in China, 1997a

Resources Proved reserves RIP ratiob (years) Per capita proved reserves0

China China World China World

Coal
% world total

114.5 billion tons 
1 1 .1 0 %

82 219 95 182

Oil
% world total

3.3 billion tons 
2.30%

21 41 3 25

Natural gas 
% world total

1.16 trillion cubic meters 
0.80%

52 64 967 25517

“Sources: Calculated based on data from the British Petroleum (1998) and World Bank (1997c). 
b RIP ratio stands for the lifetime of proved reserves at 1997 rates of production. 
c Measured in tons for coal and oil, and in cubic meters for natural gas and based on population in 1995.

Table 9. A comparison o f  unit energy consumption fo r selected energy-intensive users*

1980 China 1994 China Advanced level 
abroad

Comparable energy consumption per ton of steel (tce/t) 1.30 1.03b 0.6 (Italy)
Energy consumption per ton of synthetic ammonia (tce/t) 1 .2

Large plants 1.45 1.34b
Small plants 2.90 2.09

Energy consumption per ton of cement clinker (kgce/t) 206.5 175.3 108.4 (Japan)
Net coal consumption of coal-fired plants (gce/kWh) 448 413 327 (ex-USSR)
Thermal efficiency of industrial boilers (%) 60-70 80-85

a Source: Zhang (1997a). 
bIn 1990.

particular sector around or beyond 2020. With 
their focus on the win-win strategies, such efforts 
and commitments are unlikely to jeopardize 
severely Chinese economic development and, at 
the same time, would give China more leverage 
at the international climate change negotiations

subsequent to Buenos Aires. Though aimed at 
limiting greenhouse gas emissions, they will also 
contribute to the reduction of local pollutants 
and thus will be beneficial to a more sustainable 
development of the Chinese economy as well as 
to the global climate.

NOTES

1. Annex I countries refer to the Organisation 
for Economic Co-operation and Development (OECD) 
member countries and countries with economies in 
transition. These countries have committed them-
selves to legally binding greenhouse gas emissions 
targets.

2. This is a concrete form of the so-called Ehrlich 
equation I =  PAT, where /  represents the adverse envi-
ronmental impact, P is the population, A is the 
consumption per capita, and T  is the amount of 
resources required by environmentally damaging tech-
nology for producing one unit of consumption (Ehrlich 
& Ehrlich, 1990). It is used as a proxy for a determinant 
of environmental impact.

3. During 1980-97, the annual average growth rate of 
population in China was 1.33%. In contrast, the corre-
sponding figure for low-income economies (excluding 
China) during 1980-95 was 2.35%, and the world 
average was 1.66% (World Bank, 1997c).

4. For example, the nine-mouth price of Datong mixed 
coal was 128 yuan per ton in June 1994. The same coal 
retailed for 230 yuan per ton in Shanghai, 262 yuan per 
ton in Nanjing, 280 yuan per ton in Guangzhou, and 340 
yuan per ton in Xiamen (SETC, 1996).

5. About 10% of the total energy savings during 1981— 
8 8  were attributed to imports of energy-intensive 
products (Zhang, 1997a).
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6 . The income elasticity of energy consumption is 
defined as the change in energy consumption divided by 
the change in economic growth.

7. As shown in Table 6 , the income elasticity of 
energy consumpin China is quite low by international 
standards. In addition to energy conservation, there are 
other two possible explanations for this. First, the 
growth of energy consumption is underestimated rela-
tive to the GDP growth. In other words, the GDP 
growth rate is overestimated. It has been widely argued 
that China’s statistical authorities underestimate 
China’s GDP level and thus overestimate the GDP 
growth rate. Using a measurement technique closer to 
Western national accounting practice, Maddison 
(1997), for example, re-estimates China’s GDP. He 
found that during 1952-78 China’s GDP grew at an 
average annual rate of 4.4%, in comparison with the 
official rate of 6 %. For 1978-94, his estimate for the 
GDP growth rate is 7.4%, whereas the official growth 
figure is 9.8%. Second, quantitative restrictions have 
kept energy consumption from rising as would other-
wise have occurred. Drawing on the analysis of

rationing by Neary and Roberts (1980), the quantitative 
restrictions act like an implicit energy tax levied at rates 
varying with use and fuel. Generally speaking, house-
holds face a higher implicit tax than industrial users, 
and oil and natural gas are taxed at a higher rate than 
coal.

8 . As indicated in Table 7, the US C 0 2 emissions in 
1996 were already 8.4% above 1990 levels. To meet the 
Kyoto commitments requires the United States to cut its 
greenhouse gas emissions by up to 30% from its 
business-as-usual levels during 2008-2012 (Energy Infor-
mation Administration, 1999). This is not tremendous 
but not trivial either.

9. Existing estimates for the economic costs of China’s 
environmental degradation vary, depending on the 
comprehensiveness of the estimates. For example, using 
the measure o f willingness to pay, the World Bank 
(1997b) has estimated that air and water pollution cost 
China about 8 % of its GDP, around $54 billion 
annually, while Smil (1996) puts China’s environmental 
damages between 5.5% and 9.8% of its GNP.
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Although emissions of CO2 are the largest anthropogenic contributor to the risks of climate change, other substances are important in the 
formulation of a cost-effective response. To provide improved facilities for addressing their role, we develop an approach for endogenizing 
control of these other greenhouse gases within a computable general equilibrium (CGE) model of the world economy. The calculation 
is consistent with underlying economic production theory. For parameterization it is able to draw on marginal abatement cost (MAC) 
functions for these gases based on detailed technological descriptions of control options. We apply the method to the gases identified in the 
Kyoto Protocol: methane (CH4 ), nitrous oxide (N2O), sulfur hexaflouride (SFg), the perflourocarbons (PFCs), and the hydrofluorocarbons 
(HFCs). Complete and consistent estimates are provided of the costs of meeting greenhouse-gas reduction targets with a focus on “what” 
flexibility - i.e., the ability to abate the most cost-effective mix of gases in any period. We find that non-C0 2  gases are a crucial component 
of a cost-effective policy. Because of their high GWPs under current international agreements they would contribute a substantial share of 
early abatement.

1. Introduction

Human activities are contributing a complex mix of 
greenhouse gases (GHGs) to the atmosphere, perturbing the 
radiation balance of the Earth and very likely modifying 
its climate. Carbon dioxide (CO2) from fossil fuel burn-
ing and human land use change is the most important sin-
gle anthropogenic influence. Also of critical importance, 
however, are emissions of non-CC>2 gases including methane 
(CH4) and nitrous oxide (N2O) that are naturally present in 
the atmosphere, and a group of industrial gases including 
perfluorocarbons (PFCs), hydrofluorocarbons (HFCs), and 
sulfur hexafluoride (SF6). Taken together with the already 
banned chlorofluorocarbons (CFCs), they are of significance 
roughly equivalent to CO2 [17]. To effectively limit climate 
change, and to do so in a cost-effective manner, climate poli-
cies need to deal with all of them.

Previous studies have explored the degree to which abate-
ment opportunities among these non-CC>2 GHGs could sub-
stantially reduce the cost of meeting an emissions target. The 
savings found, compared with a C0 2 -only policy, were more 
than proportional to the emission contribution of these non- 
CO2 sources [7,11,15,16]. At the time most of these earlier 
studies were done, however, the non-COi gases had not been 
fully incorporated within the underlying analytic models. 1 
Instead, exogenous marginal abatement curve (MAC) func-
tions for these gases were combined with economic model 
results for fossil carbon emissions (e.g., [7,16]).

An important disadvantage of analysis using exogenous 
MAC functions is their inability to capture many of the in-
teractions that would result from a GHG constraint. For in-
stance, there are spillover effects of the control of one gas

1 Manne and Richels [11J introduced abatement costs as an endogenous 
component of their model, but did not consider the industrial gases (HFCs, 
PFCs, and SF$).

onto emissions of others that are not easily captured using an 
exogenous abatement curve approach. Gases such as CH4 , 
N2O, and SF6 will be affected by a carbon restriction be-
cause some of their emissions sources are closely tied to 
energy production and use. Methane is emitted from en-
ergy transport activities and N2O is produced in fossil fuel 
combustion. Reduced electricity production that might re-
sult from restrictions on fossil fuels would reduce SF6 emis-
sions because of its use in electrical switchgear. Also omit-
ted are effects on prices of exports and imports of energy and 
other goods, and the terms of trade, and on investment in and 
depletion of fossil fuel resources. Endogenizing abatement 
of GHGs within a CGE model, which includes these mech-
anisms, allows the interactions between controls of different 
gases to be consistently assessed.

A further issue concerns welfare analysis. Economic 
costs estimated as areas under a MAC function are not 
consistent with the equivalent variation measure of welfare 
most commonly used in assessing policy costs in CGE mod-
els. Explicit representation of these abatement opportuni-
ties within the CGE production structure allows consistent 
costing of controls applied across several gases, and ensures 
comparability among studies using different analytical mod-
els.

In section 2 we describe an approach for incorporating 
non-C0 2  GHGs in a CGE model, along with a method for 
estimating the necessary parameters. Functions representing 
the abatement costs of these gases are fit to results from de-
tailed, bottom-up studies of cost. Avoiding the often shrill 
debate between “top-down” and “bottom-up” models of en-
ergy, the approach allows the assessment to be consistent 
with partial-equilibrium bottom-up studies while taking ac-
count of the economy-wide interactions that any control ac-
tion will stimulate. The analytic approach is introduced us-
ing CH4 as an example. In section 3 we describe its im-

mailto:rhyman@alum.mit.edu
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plementation in the MIT EPPA model [3] and extension to 
all the non-C0 2  gases. Section 4 presents a sample calcula-
tion, showing the relative importance of the non-CCh gases 
among countries and as function of time and stringency of 
policy. The differences in results from this all-gas CGE ap-
proach, as compared with analysis using MAC curves, is ex-
plored in section 5. Section 6  concludes with thoughts about 
next steps in multi-gas policy and its assessment.

2. Representing the non-C0 2  gases in a CGE model

2.1. Alternative formulations o f emissions control

The common approach to modeling the control of CO2 
from fossil energy combustion is, in general, not applicable 
to the other GHGs. Modeling CO2 control is simplified by 
the fact that it is emitted in fixed proportions with the burn-
ing of oil, coal, and natural gas. The modeled activity of 
energy-using sectors -  like agriculture, industrial production 
or provision of household services -  may involve a number 
of energy inputs, some of them from fossil sources. Abate-
ment of CO2 emissions results from some combination of 
changed demands for energy services, increased efficiency 
in their use, or substitution among energy sources. How-
ever achieved, reduction of CO2 emissions is synonymous 
with lower overall fossil fuel use or a shift to less carbon-
intensive sources.2 In a CGE model, these emissions can be 
estimated in proportion to the activity levels of the coal, oil 
and gas industries.

Emissions of the other GHGs cannot, in general, be tied 
in fixed proportions to activity in the sectors that produce 
them, because actions can be taken to reduce emissions per 
unit of activity. Given this fact, there are a number of av-
enues for endogenizing pollution control that are consistent 
with production theory and the restrictions of CGE model-
ing. One is to create a clean-up sector that removes the pol-
lution, using capital, labor, and other inputs. In such an ap-
proach, emitting sectors would purchase abatement services 
from the clean-up sector and this clean-up service would 
be another input into the production of, for example, agri-
culture, coal mining, or natural gas distribution. Such an 
approach would provide flexibility to represent the factor 
shares of the clean-up activity. Adequate representation of 
available opportunities would, however, require many clean-
up sectors because (to take just one example) the technology 
for abating CH4 emissions from agriculture, coal-mining, 
and landfills all differ from one another.

A second approach would be to create an alternative pro-
duction process that is “cleaner” than conventional technol-
ogy, and that includes a cost structure reflecting the extra 
cost. For example, an agricultural production function might

2 An exception is carbon sequestration technologies that, at a cost, divert the 
carbon from the fuel or the smokestack to some form of storage, and thus 
change the relationship between fuel use and carbon. For an approach 
that can be used to model sequestration parallel the approaches discussed 
here see [13].

be added that produces agricultural goods but with less CH4 
than existing agricultural practice. Production from the al-
ternative activity would cost more than the conventional one, 
the premium in cost reflecting the additional inputs needed 
to reduce emissions. Again, the limit to this approach is that 
there are many alternative production activities that produce 
different levels of each of the GHGs, so many different pro-
duction functions would have to be created to represent the 
ways that production costs and emissions might change un-
der different combinations of GHG control. Failure to intro-
duce a wide range of combinations for each gas and sector 
of origin would give the unrealistic “bang-bang” solutions 
characteristic of this type of activity analysis.

We have chosen a simpler approach, modeling the GHG 
directly as an input into the production function. We thus 
are able to compactly introduce GHG control by introduc-
ing such an input for each GHG in each sector from which 
the gas is emitted. As shown below, we then require only 
an emissions coefficient and an elasticity of substitution be-
tween the GHG and other inputs.3

2.2. Details o f implementation

Representing emissions as an input is common in ana-
lytical general equilibrium models of pollution control (e.g., 
[4,6]). A couple of practical considerations arise, however, 
in using this approach in CGE modeling. Many CGE mod-
els, including the one applied here, use Constant Elasticity 
of Substitution (CES) production functions, and a feature of 
this family of relations is that each input must always have a 
non-zero cost share. In economic terms, the actual input of 
GHG disposal is the cost of controlling emissions. If there is 
no such control under current conditions then the cost share 
becomes zero, which is inconsistent with the “necessary in-
put” feature of CES functions. We overcome this problem by 
positing a very low initial price ($l/ton of carbon equivalent) 
for each GHG. In fact, this procedure is not particularly un-
realistic because for many of these gases there is currently a 
small incentive to collect or recycle the gas [17]. Introducing 
a small initial cost requires rebalancing the social account-
ing matrix underlying the model [3], but because these costs 
are a very small percentage of any production sector (<£l%) 
this correction does not introduce significant changes in the 
base year conditions.

A second limitation of the CES structure is that it con-
strains the elasticity of substitution to be identical between 
all pairs of inputs. To overcome this restriction a nested pro-
duction structure is usually imposed, and with sufficient lay-
ers in the nest any degree of flexibility can be achieved in the 
representation of elasticities between individual input pairs.4

3 In fact, this approach would not be that dissimilar from CGE modeling 
of CO2 control if, instead of evaluating the fossil fuel input as energy, it 
was treated as a carbon (disposal) input. With this change in treatment the 
ability to gradually substitute away from carbon use would represented 
by an elasticity of substitution between carbon and other inputs, but this 
is just the set of elasticities of substitution that describe the demand for 
fuels and energy.

4 For the details of the nesting structure of the model applied here, see [3].
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Figure 1. The agriculture production structure with methane as input to 
production.

(CES) function is of the form:

Pa =  +  (I - 0 ) [ / >i2 ] '" ’ ] ' /( l" ° ). (1)

where

P„ — Price of the output of the CH4 -emitting sector,

Pi 1 = Price of CH4 ,

P/2  = Price of all dther inputs to the production process, 
itself the result of the sector production nest repre
senting these inputs,

The practical task in modeling the non-C0 2  gases is to de-
cide how to structure the GHG nest while avoiding needless 
complexity. We have chosen to place these GHGs at the 
top of the nest, as illustrated in figure 1 for the CH4 emit-
ted from agricultural production. This formulation implies, 
other things equal, that a rise in the price of the GHG (as a 
result of a tighter emissions constraint) leads to a substitu-
tion away from it by means of a proportional increase in the 
use of all other inputs.

Detailed data on technological options for controlling 
other GHGs might be developed that suggest a different set 
of input usage than implied by this assumption. In prac-
tice, it is difficult to make a close translation between in-
puts as represented in engineering studies and as estimated 
and represented in production functions. The distinction be-
tween capital and material inputs is blurred, and engineer-
ing studies typically do not allocate management, insurance, 
bookkeeping, and other such overhead expenses to a small 
add-on emissions control technology. Thus it is not clear ex-
actly how to allocate such expenses in a consistent way in 
the conversion to a more elaborate production function for-
mat. Moreover, what is often available is a single engineer-
ing cost estimate that refers to a single technology. So, even 
if a true representation of a particular technology could be 
constructed, it might not apply at different levels of abate-
ment. Thus, locating GHG disposal at the top of the nest, 
and the implications of doing so, represent in our judgment 
a good first approximation of input demand resulting from 
emissions control.

A third practical task is the estimation of the elasticity 
of substitution, o g h g  in figure 1 . Here we make use of the 
observation that, once we have represented emissions as an 
input in the production function, the supply of abatement op-
portunities (often described as a marginal abatement curve 
or MAC), is the inverse of the input demand function for 
emissions. Such MAC functions are often developed as a 
summary description of detailed process models that evalu-
ate abatement options (e.g., [5,19,20]). The input demand 
function can be derived directly from the CES production 
function, and the demand elasticity is directly related to the 
substitution elasticity. We can thus fit an inverse input de-
mand function to a MAC and estimate an elasticity of sub-
stitution that fits the underlying bottom-up data.

The mathematics of this relationship, using CH4 as an 
example, is as follows. A constant elasticity of substitution

9 =  CH4 input share,

cr =  Substitution elasticity between CH4 and the other in-
put aggregate.

By differentiating this function with respect to the 
unit demand function (i.e., the quantity of methane de-
manded to produce one unit of output) is obtained. If X 1 

is the input quantity of methane, this unit demand function

The price elasticity of demand can be derived by taking the 
derivative of (2) with respect to P \\:

BXj = _0^(PoY t o ( ] o Y  
BPii P n \P i \ )  P o \P n )  '

To derive the elasticity of input demand £</,-, we multiply 
expression (3) by Pi\ /X\  and substitute for X\  from above, 
yielding

Sdi =
9 X i / X i  

9 Pit/Pi R ) (4)

If we let a  equal the cost share of methane in production 
costs, i.e.

a Pi_
P<>'

(5)

we can rearrange terms to see that the elasticity of substitu-
tion <r is equal to:

&di
1 - a

(6)

In fact, control costs for methane are a small share of total 
production costs, especially for the level of aggregation typ-
ical in CGE models so that I -  a  is essentially equal to one. 
Therefore, the substitution elasticity is virtually the same as 
the price elasticity of demand. Methane marginal abatement 
curves can be thus generated by the following equation

Abatement =  1 — Xi =  1 — 9
m -

(7)

A'here a  is estimated to match a MAC from detailed bottom- 
jp studies. In this form, baseline emissions are assumed to 
je equal to 1 .0 , so that abatement is expressed here as a per- 
:entage of baseline emissions. For our purposes, we may
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Figure 2. C om parison o f  EPPA param eterization w ith  m ethane M A C  curve, (a) Agriculture M A C  for China, (b) A griculture M A C  for the U S. Source: 
bottom -up abatem ent curves w ere derived by com bin ing  data from  1EA [9 ,10 ] and U S  EPA [19 ]. For d eta ils, see  [8].

substitute into equation (7) the values 9 = 1.0 (i.e., baseline 
emissions = 100%) and that P„ — 1 (the initial price index 
for output for that sector), yielding:

r i ~rAbatement =1 — 1-----  , (8)L AjHG J
where P{\ = P g h g  is the emissions price applied to CH4 

in this case. Note that the choice of this function imposes a 
key restriction on the functions. “Abatement” can never be 
less than zero, which rules out explicit representation of “no 
regrets” options.5

Two sample applications of this approach are shown in 
figure 2 , which presents the underlying engineering estimate 
of the MACs for the abatement of CH4 emissions from the 
agriculture sectors of China and the US, along with the c t g h g  

approximation.
The first part of the engineering estimate shows that some 

negative cost (beneficial) or no-regrets options are estimated 
to be available: the cost of abatement is more than covered 
by the sales value of the gas. Bottom-up results of this form 
present two choices for constructing the approximation. One 
approach is to accept non-adoption of apparent no-regrets 
options as evidence that they are not economic, and shift 
up the MAC so that all portions of the curve are above the 
horizontal axis, as shown with the dashed line MAC in fig-
ure 3. A second approach is to include the no regrets “abate-
ment” in the reference scenario, assuming that it will occur 
in the absence of a climate policy. The relevant portion of 
the MAC, then, is only that part that crosses the $0/tCe axis, 
the part to the right of the vertical dotted line in figure 3.
5 A s previously noted, a $ l/M tC e  is a ssign ed  to  the base level o f  e m ission s  

because all inputs are necessary  inputs in a C E S, s o  that their use can on ly  
approach (but not equal) zero  as the price b ecom es very low. V iew ed  as an 
inverse dem and for abatem ent, zero  is the base level o f  em ission s, and this 
occurs at $ l/M tC e . C om putationally , w e  include cod e to provide that, i f  

a policy  solution  y ields an equilibrium  price is less  than $1 , em issio n s do  
not exceed  the reference e m issio n s. Such  a result can occur, for exam ple, 
in a situation w here there is hot air in the carbon market and there is  

inter-gas trading but no international trading. W ithout code to detect and  

avoid this condition , em issio n s can be m uch higher than in the reference, 
suggesting  negative abatem ent.

Figure 3- Negative cost abatement opportunities.

In the simulations discussed below we have adopted the 
first approach, and chosen an elasticity value that, we argue, 
overcomes some of the biases that often exist in bottom-up 
studies. It is often difficult in these types of studies to fully 
allocate a variety of overhead and transactions costs that are 
involved in such mitigation efforts (for instance, an agricul-
tural emissions reduction option might require farmer educa-
tion and government outreach programs to help farmers re-
alize the benefits of methane mitigation). These studies may 
also underestimate the rate of return a firm requires to un-
dertake a relatively small investment -  e.g., when there are 
other higher-return activities to which scarce management 
and financial resources will be devoted. And, it can also 
be difficult to identify all of the various site- or enterprise- 
specific conditions that may add to abatement costs. Cost 
evidence from already operating facilities, for example, may 
reflect the fact that these sites had the most favorable eco-
nomic conditions. On the other hand, to the extent bottom- 
up studies focus mostly on existing technologies that seem 
feasible today, they can under-represent the options available 
at higher prices.

In the examples shown in figure 2  the underlying en-
gineering analysis foresaw no way to achieve more than 
about a 25 to 30% reduction from reference emissions lev-
els. However, if the carbon-equivalent prices actually rise 
to $50, $100 and higher, so that market participants actu-
ally faced these prices, there would be strong incentives to 
search out and develop options not currently foreseen in en-
gineering studies. The US EPA [19,20] estimates, that are in 
part the basis for our work, are described by their authors as
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conservative, including only those technological options that 
have been demonstrated so that the costs can be confidently 
assessed.

We did not econometrically fit the estimate, but instead 
chose a value for a and compared that to the bottom-up 
MAC, to allow us to judgmentally adjust the fit. The non-
negativity requirement of the CES meant that our estimates 
assume that the no regrets portion of the curve is an un-
derestimate of the full cost of abating these emissions, and 
that there are positive, albeit small costs at these levels of 
abatement. At higher costs, our estimates allow a somewhat 
greater potential to abate than in the bottom-up MACs, for 
the reasons discussed above. Figure 2 illustrates the approx-
imate nature of our fits.

3. Implementation in the M IT EPPA model

We apply the method above to the MIT Emissions Pre-
diction and Policy Analysis (EPPA) model [3]. This model 
simulates the world economy in order to produce scenarios 
of anthropogenic greenhouse gas emissions and to analyze 
the economic impact of climate change policies. It is part of 
a larger Integrated Global System model of human-climate 
interaction [14]. EPPA is a recursive dynamic multi-regional 
general equilibrium model. It is built on a comprehensive 
energy-economy data set that accommodates a consistent 
representation of energy markets in physical units as well as 
detailed accounts of regional production and bilateral trade 
flows. The base year for the model is 1995, and it is solved 
recursively through time at 5-year intervals. The model has 
12  regions, eight commodity groupings, and a consumption 
sector, as shown in table 1. Nested constant elasticity of sub-
stitution (CES) functions are used to describe technologies 
and preferences, as noted earlier.

A first step in introducing GHGs into the EPPA struc-
ture is to identify those sectors responsible for emissions. 
Table 2 shows each GHG source and the responsible eco-
nomic sector in EPPA. A second step is the development of 
an inventory of GHG emissions by region and sector and de-
termination of the time path of emissions factors. Earlier

versions of EPPA [3] included such an inventory and future 
emissions projections, and the development of these data is 
described by Mayer et al. [12]. Uncertainties in the invento-
ries and in future projections, comparisons with the IPCC’s 
SRES projections [18], and the climatic implications of fu-
ture emissions uncertainty using the EPPA model have been 
explored elsewhere [2 1 ].

The limitation of the version of EPPA described in 
Babiker et al. [3] was that, because emissions were intro-
duced as Leontief (fixed coefficient) inputs, the model could 
not be used to accurately cost abatement opportunities of 
these gases. The critical new element introduced here is 
implementation of the cost function approach shown above, 
which was developed first by Hyman [8 ] in application to 
CH4 . To develop estimates for all the non-C0 2  gases, we 
draw on earlier work that developed exogenous marginal 
abatement curves for CH4 , N2O, SF6 , PFCs, and HFCs. The 
underlying sources of information are the US EPA [20], the 
IEA [10], and engineering estimates developed in consulta-
tion with industry as described in [15]. The earlier work con-
structed a single aggregate MAC for each country/region but 
we are now able to make use of the disaggregated sectoral 
detail. Thus, even though we use the same basic technologi-
cal data for different regions of the world, the actual regional 
abatement opportunities vary considerably depending on the 
emissions levels of each gas from each activity.

In addition, the coefficients for CH4 and N2 O vary by 
region for agriculture (table 3). While the EPPA model in-
cludes only an aggregate agriculture sector, we are able to 
reflect differences in the make-up of the agriculture sector 
as it affects abatement costs by choice of the elasticity of 
substitution for CH4 . In particular, the underlying data pro-
vide different abatement opportunities for rice production, 
manure disposal, and enteric fermentation by livestock. In 
general, CH4 is produced from manure only when it is kept 
under anaerobic conditions in manure pits. This manure han-
dling practice occurs mainly in the United States and other 
developed countries. The relatively higher elasticity of sub-
stitution for these regions thus reflects the fact that a share 
of the methane emitted from these regions is from manure 
handling and there are technologies to collect this methane.

Table!
Regions and sectors in EPPA.

Regions in EPPA Sectors in EPPA

Annex B
USA United States 
JPN Japan
EU European U nion (1995 members)
OOE Other OECD 
FSU Former Soviet Union 
EET Eastern Europe 

Non-Annex B 
CHN China 
IND India
EEX Energy Exporting LDCs 
BRA Brazil
DAE Dynamic Asian Economies 
ROW Rest of World

Non-Energy Production Sectors 
AGR1C Agriculture
ENINT Energy-intensive industries 
OTH1ND Other industries and services 

Energy Production Sectors 
OIL Crude oil production
GAS Natural gas production
COAL Coal production
REFOIL Refined oil production
ELEC Electricity production

Consumption
CONS Household consumption
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Table 2
N011-CO2 gas sources and EPPA activities.

Gas and source EPPA representation

Activity Sector

CH4

Coal seams 
Petroleum production 
Transmissions and distribution losses 
Landfill, wastewater gas 
Industrial sewage, paper and chemicals 
Industrial sewage, food processing 
Rice, enteric fermentation, manure 
management, agr. waste, savannah, and 
deforestation burning

Coal production 
Oil production 
Gas consumption 
Household consumption 
Energy intensive production 
Other industry production 
Agriculture production

COAL
OIL
GAS
CONS
ENINT
OTHINT
AGR1C

N20
Adipic and nitric acid production 
Refined oil products combustion 
Coal combustion
Agr. soils, manure management, agr. waste, 
savannah, and deforestation burning

Energy intensive industry 
Refined oil consumption in all sectors 
Coal consumption in all sectors 
Agriculture production

ENINT
REFOIL
COAL
AGR1C

HFCs
Air conditioning, foam blowing, other Other industry production OTHIND

PFCs
Semi-conductor production, solvent use, other 
Aluminum smelting

Other industry production 
Energy intensive industry production

OTHIND
ENINT

s f 6
Electrical switchgear 
Magnesium production

Electricity production
Energy intensive industry production

ELEC
ENINT

Table 3
Elasticities of substitution for CH4 and N2O with other inputs.

Sector Region ctCH4 ctN20

AGRIC USA 0.05 0.04
JPN 0.08 0.04
EU 0.07 0.04
OOE 0.04 0.04
FSU 0.05 0.04
EET 0.08 0.04
CHN 0.07 0.02
IND 0.04 0.02
EEX 0.02 0.02
BRA 0.02 0.02
DAE 0.07 0.02
ROW 0.03 0.02

ENINT All regions 0.11 1.0

OTHIND All regions 0.11 -
REFOIL All regions 0.15 0.0

GAS All regions 0.15 -
COAL All regions 0.30 0.0

Final Demand All regions 0.11 -

On the other hand, the technological data we used did not 
present practical means for abating methane from enteric 
fermentation. As this is a particularly large share of CH4 
emissions from agriculture in developing countries, the low 
elasticity of substitution reflects the inability to abate these, 
at least as represented in the analyses on which we based our 
estimates.

Abatement opportunities for N2 O are based on earlier 
work [15]. The underlying estimates were from econometri-

Table4
Elasticities of substitution for PFCs, HFCs, and SF6 with other inputs.

Sector Region aPFC ^HFC ctsf 6

ENINT All regions 0.30 - 0.3
OTHIND All regions 0.30 0.15 -

ELEC All regions - - 0.3

(-) Not applicable.

cally estimated elasticities of demand for nitrogen fertilizer, 
which tend to show relatively limited price response. For 
developed regions, an initial low-cost abatement opportu-
nity was identified to reflect evidence that, through soil test-
ing and better crediting of nitrogen from manure and other 
organic sources, the amount of inorganic nitrogen applied 
could be reduced without a substantial yield penalty. De-
veloping countries tend not to apply excess nitrogen, and in 
many developing country areas nitrogen may be a limiting 
nutrient so that soil testing would likely indicate that more 
rather than less nitrogen should be applied. Elasticities of 
substitution for PFCs, HFCs, and SF6 with other inputs are 
given in table 4.

3.1. National cost curves fo r  the US and China

The economic results of including other gases in the 
EPPA model can be illustrated by deriving a national cost 
curve from the model. Such a relation can be estimated 
by simulating the model numerous times with progressively 
tighter emissions constraints. The simulations were derived 
assuming a cap and trade system, with trading among gases,
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Figure 4. National cost curves for the USA (a) and for China (b).

using 100-year Global Warming Potential (GWP) indices. 
The results for the USA and China are plotted in figure 4. 
The “All-Gas” curve is, in effect, a MAC for the nation as-
suming an efficient policy, which is the horizontal sum of the 
reductions achieved for each contributing gas: CO2 , CH4 , 
and a single curve aggregating all of the others. Such a 
national MAC derived from the EPPA model represents the 
underlying bottom-up technology studies as captured by the 
choice of a for each sector and each gas, as well as all of the 
economic interactions among sectors.

These summary MACs allow a direct comparison of the 
relative contribution of different gases at different carbon 
prices. Taking the US as an example, at low prices a large 
percentage of any reduction is achieved from the non-CC>2 

gases. Even though CO2 accounts for about 80% of US total 
GHG emissions when weighted using 10 0 -year GWPs, eco-
nomically efficient levels of abatement of CH4 alone, and 
separately the combination of the other gases (N2 O, SF6 , 
PFCs, and HFCs), are greater than the abatement potential 
of CO2 when carbon prices are less than about $25/tCe. At 
about $25/tCe, the CH4 and other non-C0 2  gas curves cross 
the CO2 abatement curve, indicating that at higher prices the 
contribution of CO2 abatement becomes more important.

Two phenomena are responsible for the disproportion-
ate contribution of non-C0 2  abatement at low prices. First, 
in carbon-equivalent terms many of these gases see much 
larger incentives for reduction of emissions at low carbon- 
equivalent prices than does CO2 because of the differences 
in radiative forcing (and lifetime) as represented in Global 
Warming Potentials (GWP). Consider methane that is vented

from a coal mine, for example. It could be captured and sold 
to a natural gas pipeline, say at a price of $3 per thousand 
cubic feet (MCF). In the absence of any charge on emis-
sions, the $ 3  price would be the firm’s incentive to abate the 
methane. Now assume an emissions penalty of $50 per ton 
of carbon-equivalent. If the mine-owner is charged only for 
the carbon dioxide that will be released when the methane 
is ultimately burned, the incentive to abate rises by about 
$0.70 per MCF, for a total incentive of $3.70. If, however, 
the methane is penalized for its carbon-equivalent radiative 
effect, as defined by its GWP, the incentive rises to over 
$8.00 per MCF. The incentives for controlling emissions of 
the industrial gases and nitrous oxide are still stronger, be-
cause their radiative potency is so much greater than either 
methane or carbon dioxide. For example, sulfur hexafluoride 
sells for around $10 per pound but with a GWP of 23,900 a 
carbon-equivalent price of $50 per ton would translate into 
a penalty for emitting the gas of $150 per pound, 15 times 
the product’s selling price. The $50 carbon charge equals 
$0.17/gallon of gasoline given the carbon contained in it. At 
a price of $1.50 per gallon this is only an 11 % increase.

The second factor is that some reduction of these gases 
is realized as a byproduct of CO2 reduction, as noted ear-
lier. Other interactions, such as feedbacks of CH4 reduc-
tion on C0 2 -emitting activities, are present but are orders- 
of-magnitude smaller. So, for example, at a price of $50 per 
ton carbon-equivalent (tCe) the non-C0 2  gases would be re-
sponsible for over half of the total reduction, as can be de-
termined from figure 4 by noting where  ̂ $50 per tCe price 
would cross the CO2 and non-C0 2  abatement curves.



316 Climate Change

182 R.C. Hyman et al. /Non-CO j gas abatement

At higher prices, the CO2 abatement comes to dominate 
other gases. In part this shift reflects the simple fact that for 
the US, non-C0 2  gases are less than 20% of GWP-weighted 
emissions, so even if all emissions were abated there is only 
so much they can contribute. It also reflects the underlying 
technological estimates as reflected in figure 2 , that show 
limits on non-C0 2  abatement potential, particularly from 
agricultural sources.

A similar pattern holds for China. There, CH4 is a larger 
component of emissions, and the other non-C0 2  gases are 
considerably less important. The industrial gases (HFCs, 
PFCs, and SF6) are not big contributors to China’s emis-
sions, so there is little abatement potential. Emissions of 
N2O come mainly from fertilizer and manure management, 
where our estimates show very limited abatement potential. 
On the other hand, CH4 from coal mines is an important 
emissions source that can be abated at low cost. And, we 
included IEA estimates of abatement costs from paddy rice, 
another important source of CH4 emissions from China. To-
gether, however, all non-C0 2  gases account for somewhat 
more than 50% of abatement at a price of $50 per tCe.

4. A sample application

To demonstrate the application of this all-gas analysis 
we construct a simple policy, applied uniformly across all 
countries. It is assumed that reductions in all gas emissions, 
weighted by the IPCC GWPs, are reduced by either 10% or 
2 0 % below year- 2 0 0 0  levels, and maintained at these lev-
els through 2040. No emissions permit trading is allowed 
among countries. Within countries, however, two cases are 
constructed. One assumes policies that will yield a common 
marginal cost across the gases by imposing a total GWP- 
weighted GHG cap with inter-gas trading. The other does 
not adopt this efficient pricing approach, but imposes pro-
portional reductions on each gas.

4.1. The relative role o f the non-COi gases

Table 5 shows the percentage of the carbon-equivalent re-
duction that is realized from the non-C0 2  gases, assuming 
that intergas trading is allowed. Again taking the US as the 
first example, two aspects of the results are worth special 
note. First, the less stringent the constraint, the greater the 
relative role of the non-C0 2  gases. So, in 2010 they account 
for 36% of reductions under a national cut of 1 0 % below the 
2000 level, but only 29% of a 20% cut. This result could

Table 5
Percentage of stated reduction from non-C0 2  gases.

Country % Reduction Time period

2 0 10 20 20 2030 2040

USA 10 36 31 28 24
20 29 26 26 24

China 10 43 34 31 30
20 38 32 30 29

be anticipated from the shape of the US cost function in fig-
ure 4. By the same token, as the US economy grows over 
time the stringency of any target reduction increases, so at a 
1 0 % target the relative role of the non-C0 2  gases falls from 
36% in 2010 to 24% in 2040. With a tightening target rather 
than a constant one, the reduction in relative role would be 
still greater. Put another way, these gases (some with very 
high GWPs) are a crucial part of a cost-effective policy in 
the near term, but over time (and with tightening targets) 
they are driven out of the economy, so the burden of control 
falls ever more heavily on CO2 .

Results for China show a similar pattern, with the total 
contribution of non-C0 2  gases somewhat higher than in the 
US. With a 10% reduction below 2000, non-C0 2  gases ac-
count for 43% of an efficient abatement policy in China in 
2010, falling to 30% by 2040.

4.2. The importance o f multi-gas coordination

Up to this point in the discussion, and particularly in fig-
ure 4 and table 5, we have assumed a cost-efficient reduction 
in all gases in each country. The assumption can be thought 
of as implying an all-gas constraint with free trading across 
gases within a domestic economy. How great a difference 
does it makes whether such a cost-effective policy is pur-
sued? One way to consider the economic importance of this 
flexibility is to compare the cost-effective (equal marginal 
cost) approach with a policy that applies the agreed national 
percentage reduction individually to each of the gases, al-
lowing no trade among them. This analysis is meant to be 
indicative only and should not be interpreted as the value of a 
trading system versus a command and control system, which 
involves far greater complexities.6

The result is shown in figure 5. Starting with a coun- 
terfactual of no trading among gases, the figure shows the 
percent reduction in GDP loss achieved by a change to the 
efficient policy. Again the 10% and 20% reduction targets

6 For example, our analysis assumes that marginal cost is equalized across 
the various sources of each gas (e.g., equalization of the marginal cost 
of CH4  reduction in agriculture with CH4 reduction from land fills and 
coal mining, and for that matter, equalization of costs across every coal 
mine and every livestock producer). The advantages to trading would be 
much greater if we set the target sector-by-sector and gas-by-gas, or if 
we compared it to a command and control system where targets were set 
for each producing source with no explicit mechanism by which marginal 
costs were equalized. Of course proportional reduction in all gases is 
just one particular constraint. If a country really wished to pursue gas-by- 
gas, sector-by-sector or source-by-source targets it might hope to set those 
targets based on an assessment of the comparative ease of abating among 
different sources, and therefore avoid truly costly mistakes in setting caps. 
The value of trading then depends on how well a country is able to make 
such an assessment, its willingness to make reduction assignments on that 
basis, and its ability to adjust those assignments as conditions change. The 
comparison here is thus indicative of the differential abatement potential 
across gases, in economic terms, rather than the value of trading per se, 
which depends on how close one is able to set caps to the solution a trad-
ing system would generate. Existence of other economic distortions can 
also affect the economic benefits of a trading system. One can often do 
better than placing economically ideal policies, like a cap and trade sys-
tem, on top of markets that are heavily distorted (see [2,4]).
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Figure 5. Percentage reduction in GDP loss with shift to trading.

are shown, using the US and China as examples. Several in-
sights may be drawn from these results. First, for both coun-
tries, and over all periods, the gain from trading is greater 
under the less restrictive target. This result is simply a re-
flection of the fact that the non-C02 gases play a greater role 
under a looser constraint, so handling them in an efficient 
manner makes a greater difference. Similarly, as the con-
straints tighten with time and economic growth, and the rel-
ative role of the non-CC>2 gases diminishes, the saving from 
an efficient policy, in relation to the proportional reductions, 
is diminished.

The implication of these results is that, in a climate 
regime where the stringency of control is expected to in-
crease with time, efficient handling of the non-CC>2 gases 
is of particular importance in the first few decades of con-
trol, essentially because their control allows postponement 
of the more expensive reductions in CO2 emissions.7 The 
difference between the US and China reflects the fact that a 
proportional reduction in gases is closer to the cost-effective 
solution in China than in the US. While this is the simple ex-
planation, it reflects many factors and so it is not possible to 
generalize this result, for example, as a difference between 
developed and developing countries. Among the reasons for 
the difference between the US and China is the fact that a 
larger share of CH4 emissions in the US is from easier-to- 
abate sources like landfills, concentrated livestock manure, 
and coal mines -  whereas a significant share of China’s CH4 

emissions is from harder-to-abate sources like ruminant an-
imals and rice production. And, the easier-to-abate indus-
trial gases are important in the US but not in China. On 
the other side, however, non-C02 GHGs are just 17% of to-
tal US GHG emissions but, by our estimate in 2010, they 
are 30% of China’s emissions. More generally, differen-
tial growth in total GHGs among regions, and differential 
growth among gases and sectors will interact with the com-
parative ease of abatement of different gases from different 
sectors to determine just how much gain there is in moving 
from a proportional reduction to cost-effective trading.

7 This decline in importance over time may be less than estimated here if the 
non-CCH abatement curves are unduly pessimistic about evolving tech-
nologies to abate some sources of GHGs. Agricultural CH4 abatement is 
particularly limited by the assumption that ruminant livestock emissions 
cannot be abated.

Figure 6 . Percent reduction from non-CC>2 gases for a 10% total GHG 
reduction from 2000 (a) Annex B, (b) non-Annex B.

4.3. Regional contributions o f non-CO2  gases to a cost 
effective climate policy

While we focused on the US and China as an example 
to illustrate some key results, the policy of a 10% reduc-
tion below 2000 was enforced in all regions in the EPPA 
model. We plot the percentage contribution of the non-C02 
gases to a cost effective policy implemented in each region 
for Annex B countries (figure 6a) and the developing coun-
try regions (figure 6b). As before, there is trading among 
gases so that the GWP-weighted marginal cost of abatement 
is equal across gases but there is no trading across regions. 
We make no claims to the likelihood, reasonableness, or eq-
uity of this policy. While it is a cost-effective solution within 
a country/region, the fact that marginal costs are not equated 
across regions means that it is not globally cost-effective. 
The policy represented here, with identical constraints in 
each region, was chosen to show the importance of the non- 
CO2 gases without the confounding effects of widely vary-
ing constraints.

As can be seen from figures 6a and 6b, reductions in the 
non-CC>2 GHGs contribute at least 34% to a cost-effective 
policy in all regions in 2010, if the goal of such a policy is to 
achieve total GHG reductions of 10% below 2000. For some 
regions, the contribution of non-C02 GHGs is as much as 65 
to 70% (e.g., Brazil and the ROW region). As for China and 
the US, the contribution declines over time, again reflect-
ing gradual tightening of the constraint with growth, and the 
general shape of the abatement curves for non-C02 GHGs. 
The different contributions across regions in table 6 reflect 
underlying differences in the relative contributions of dif-
ferent GHGs. Countries with higher contributions from the 
non-C02 GHGs in the reference forecasts also tend to have 
a higher contribution of them in a cost-effective abatement 
strategy. This is not strictly the case, however, because it
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Figure 7. Effects of endogenizing GHG abatement.

Table 6
Percentage o f reference GHG em issions from non-C02 gases.

USA JPN EU OOE EEX CHN FSU IND EET DAE BRA ROW

2000 17 10 20 36 39 31 32 56 39 30 61 58
2010 17 12 20 35 39 30 29 50 36 29 59 57
2020 18 13 21 34 40 29 28 45 34 29 58 55
2030 18 14 22 34 41 29 27 40 32 28 58 53
2040 17 15 22 31 41 30 26 37 30 27 57 51

depends on the sources of non-CC>2 gases, and the abate-
ment potential of fossil emissions as well. For many of the 
non-Annex B countries a much greater share of the non-C02 
gases come from hard-to-abate agricultural sources whereas 
in developed countries more of the non-CC>2 gases come 
from easier to abate landfill or coal mining, or from indus-
trial gases.

For example, EPPA’s EEX region contains most of Africa 
and most of its non-C02 gases are CH4  from ruminant live-
stock or N2O from soils. Both of these sources are repre-
sented as having limited abatement potential (see the low 
elasticities of substitution in table 3). Thus, in contrast to 
many other regions where the non-CC>2 gas contribution to a 
cost-effective policy is more than proportional to their con-
tribution to emission, the 40% abatement contribution of 
non-C02 gases is just about proportional to their contribu-
tion to total emissions in EEX. This is similarly the case for 
India. On the other hand, the 35% contribution of non-C02 
gases to Japanese abatement is 3*/2 times their contribution 
to reference emissions because a disproportionate share are 
from easier to control industrial sources rather than agricul-
ture.

5. How important is endogenous representation of
GHGs?

As discussed in section 1, there are several reasons for 
including all GHGs in a single model rather than running

separate models. We consider three issues where we are 
able to quantify the benefits of endogenous representation 
of abatement as compared with the use of exogenous abate-
ment curves. These are: (1) market equilibrium effects in 
GHG permit markets -  i.e., changes in the carbon price be-
cause of abatement of other GHGs, (2) interaction effects 
among policies directed at GHGs -  for example, a policy di-
rected toward CO2 might indirectly affect emissions of CH4 , 
N2 O or SF6 through their effects on coal mining, fossil fuel 
combustion, or electricity production, and (3) consistent cost 
accounting -  how the integrated area under an exogenous 
abatement curve compares with the standard welfare con-
cept applied in CGE modeling. We consider these issues, 
again with US and China as examples.

To consider the first two issues above we construct two 
new marginal abatement curves (MACs), one for the non- 
CO2 GHGs and one for CO2 . In contrast to the curves rep-
resented in figure 4 that were derived by jointly constraining 
all gases at the same time, the new set of MACs were con-
structed by separately constraining the model to control first 
only the non-CC>2 gases, and then only CO2 , so that any in-
teraction effect is eliminated.8 We then add these together to 
create a total “Summed MAC”. These are shown in figure 7 
along with the GHG MAC from figure 4 now labeled as the 
“True Total MAC”.

Our first concern, with the permit market equilibrium, 
arises because non-C02 GHGs have been a secondary con-
sideration in climate policy. Thus one way that analysis of 
abatement potential has proceeded is to use a carbon price 
estimate from energy models that consider only CO2 abate-
ment, on the assumption that the abatement contribution of 
any one of these non-C02 sources was too small to have a

8 Hyman [8J showed that constraints on the non-C02 gases by themselves 
had virtually no economy-wide interaction effect, so this method o f deriv-
ing a total non-CC>2 abatement curve is essentially equivalent to summing 
together individual abatement curves for each gas and sector without run-
ning the model at all.
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measurable effect on the market clearing price of GHGs. To 
illustrate, consider a 275 MtCe GHG constraint that, when 
evaluated using a CC>2 -only MAC from EPPA, results in a 
market price for permits of $80/tCe. This is shown in fig-
ure 7 by following the vertical dashed line that starts at 
275 MtCE to the CO2 MAC and then horizontally to the 
price axis. However, we can determine from figure 7 that, 
for a total constraint of 275 MtCe, and using the True Total 
MAC, that the market price would fall to $20.

To date the common method of avoiding this error and 
bringing the non-CC>2 gases into a CGE analysis has been 
to construct an exogenous MAC for these sources, and then 
sum with a CGE-generated MAC for CO2 . This procedure 
yields the Summed MAC in figure 7, and it falls afoul of 
our second concern above: omissions of interaction effects. 
Comparison of the Summed MAC, with the True Total MAC 
in figure 7 reveals that the policies have a synergistic effect 
-  more total abatement is achieved at every price when the 
policies are implemented together than if each is imposed 
separately. Rather than the true $20 marginal cost for a 
275 MtCe constraint, the Summed MAC procedure would 
yield $33/tCe, a 65% overestimate.

The third benefit of endogenous abatement is consistent 
costing of abatement options. The cost concept most com-
monly derived from CGE models is lost welfare measured 
as equivalent variation -  the amount of income that would 
be needed to make consumers just as well off as without 
the abatement. Using exogenous MACs the cost is approxi-
mated by integrating underneath the MAC up to the equilib-
rium price. This latter procedure is familiar in partial equi-
librium analyses. In such studies all of the inputs are as-
sumed to have fixed prices -  unaffected by demand and sup-
ply changes caused by the abatement activity. In an economy 
without distortions, and assuming that the abatement activ-
ity was small relative to the economy (so that prices were not 
affected) these costs would represent the real resource cost. 
Such MACs can also be constructed from complex partial or 
general equilibrium models, as we have done, in which case 
the feedbacks in the model are incorporated, although the 
integrated area under an abatement curve does not have an 
immediate interpretation in terms of the standard equivalent 
variation measure of welfare.

To consider what difference the cost accounting makes, 
we evaluated costs in three ways. Again we use the US and 
China as examples, applying our constraints at 10 and 20 
percent below 2000 with a focus on 2010 (table 7). The three 
are: (1) welfare measured as equivalent variation, (2 ) inte-
grated costs under the Summed MAC in figure 7 , and (3) in-
tegrated costs under the True Total MAC in figure 7. As 
shown in table 7, the cost estimates using the Summed MAC

Table 7
Alternative cost measures, billions of 1995 JUS.

Cost measure USA CHN

Welfare loss 9.7 12.5
Summed MAC 28.6 20.4
True MAC 21.9 16.4

exceed the cost derived from the True Total MAC by about 
30% for the US and about 25% for China. We take this as 
our measure of the possible error of not endogenously treat-
ing non-CC>2 GHG abatement.9 Neither of these is a good 
approximation of the preferred measure, welfare loss. Even 
the True Total MAC overstates the US cost by greater than a 
factor of two, and China’s cost by about 30%.

The reason for the difference among these estimates is to 
be found in the price changes that the integrated MAC can-
not reflect. Since the welfare loss concept measures the in-
come that would be required to make consumers as well off 
as before the policy change, it includes consideration of con-
sumers’ willingness to substitute among goods given new 
prices, whereas the MAC measures do not take this substitu-
tion into account. This factor alone suggests that the welfare 
cost will be less than that from an integrated MAC. In addi-
tion, one of the price effects that has proven to be important 
in the welfare estimates is the shift in the terms of trade (the 
price of domestic versus international goods). As has been 
shown elsewhere [ 1], one effect of carbon policy is to de-
press the producer prices of fossil energy. Large energy im-
porters like the US gain from these depressed prices and this 
effect is fully reflected in the welfare measure. Since China 
relies to a greater extent than the US on its domestic energy 
resources it is not surprising that the welfare cost measure in 
China is larger, in relation to the integrated MAC measure, 
than in the US. China has less offsetting gain from lower fuel 
import costs.

Another issue shown to be of importance in CGE cost 
estimation is the extent of existing distortions in the econ-
omy [2]. When distortions exist the market prices of inputs 
may not reflect their true resource cost. For example, sub-
sidies lead to production above the efficient level whereas 
taxes depress production of a sector below the efficient level. 
The true resource cost of inputs drawn from subsidized sec-
tors is less than the market price because drawing resources 
from those sectors has the benefit of bringing the level of 
production closer to the efficient level. The price of re-
sources drawn from a taxed sector will under represent their 
true resource cost because the production level of the sector 
is falling further below the efficient level. Depending, then, 
on where resources are drawn from, their market prices may 
be above or below the true resource cost.

6 . Summary and conclusions

A growing body of work has shown for developed coun-
tries that non-CC>2 GHG abatement can make a contribution 
to a cost effective policy that is disproportionate to their con-
tribution to emissions. We find similar results. For the US, 
Japan, and the EU non-C0 2  GHGs contribute less than 20% 
of GWP-weighted emissions in our 2010 reference forecast, 
but their contribution toward a cost-effective emissions con-
trol policy is on the order of twice that percentage. We find

9 Reilly et ul. 116] iterated between a CGE model and exogenous MAC for 
non-C0 2  GHGs to approximate this interaction effect.
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that this is not generally the case for developing country re-
gions. For these regions, the non-C02 GHG gases are a 
larger share of emissions, but they are often emitted from 
hard-to-abate sources such as ruminant livestock and rice 
production. They turn out to contribute a large share to a 
cost effective combination of GHG reductions but that con-
tribution is closer in proportion to their contribution to emis-
sions.

We also find that the contribution of non-C02 GHG 
abatement falls as policies become more stringent, and that 
this trend holds for all regions. It reflects the relative shape of 
the CO2 and non-CCb abatement cost curves and the obvious 
fact that, with an ever-tightening total GHG constraint, CO2 
emissions must eventually be cut more deeply. The non-CCh 
GHGs can, however, serve a crucial role in a cost-effective 
transition.

A key objective of this paper is methodological -  to de-
velop and demonstrate a method for incorporating non-C02 
GHG abatement endogenously within a CGE model. The 
benefits of endogenous treatment of the non-CC>2 GHGs are 
several. These include accounting for permit market equilib-
rium, synergisms between CO2 and non-C02 GHG policies, 
and consistent cost accounting. Because non-CC>2 GHGs 
can make a big contribution to reductions it is not analyt-
ically defensible to take a partial equilibrium approach to 
estimating their contribution -  i.e., taking as given a carbon 
price from an energy model. In the example we considered, 
the market equilibrium price fell by 75% and the estimated 
non-C02 GHG contribution fell by 25% compared with the 
partial equilibrium estimate. We also found that there are 
strong synergisms between CO2 and non-CC>2 GHG abate-
ment efforts. In the cases we examined, failure to account for 
these effects leads to a significant overestimate of the CO2 
price. Finally, we showed that integrated costs under ex-
ogenous marginal abatement curves, even when constructed 
from a CGE model, are not directly comparable to the wel-
fare concepts usually drawn from CGE models and widely 
used to measure the cost of CO2 policies.

Given these differences, analysts seeking to compare var-
ious costs that might exist in the literature must avoid com-
paring apples and oranges -  numbers described as GHG pol-
icy costs but measuring very dissimilar cost concepts. Be-
cause much of the CO2 abatement cost literature has relied 
on CGE model-based estimates of costs, it is important to 
compare non-CC>2 GHGs on the same footing. It is thus an 
important step forward to be able to include all GHGs within 
CGE modeling frameworks.
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The possibility of encouraging the growth of forests as a means of sequestering carbon 
dioxide has received considerable attention, partly because of evidence that this can be a 
relatively inexpensive means of combating climate change. But how sensitive are such 
estimates to specific conditions? We examine the sensitivity of carbon sequestration costs to 
changes in critical factors, including the nature of management and deforestation regimes, 
silvicultural species, relative prices, and discount rates. © 2000 Academic Press

1. INTRODUCTION

The Kyoto Protocol to the United Nations Framework Convention on Climate 
Change [37] establishes the principle that carbon sequestration can be used by 
participating nations to help meet their respective net emission reduction targets 
for carbon dioxide (C 02) and other greenhouse gases.3 Several studies have found 
that growing trees to sequester carbon could provide relatively low-cost net

1 Valuable comments on previous versions of this paper were provided by Lawrence Goulder, 
William Nordhaus, Andrew Plantinga, Kenneth Richards, Roger Sedjo, two anonymous referees, an 
associate editor, and participants in seminars at the Universities of California at Los Angeles and Santa 
Barbara, Maryland, Michigan, and Texas, Harvard, Stanford, and Yale Universities, Resources for the 
Future, and the National Bureau of Economic Research. The authors alone are responsible for any 
errors.

2 Address correspondence to: Professor Robert N. Stavins, John F. Kennedy School of Government, 
Harvard University, 79 John F. Kennedy St., Cambridge, MA 02138, phone: 617-495-1820, Fax: 
617-496-3783. E-mail: robert_stavins@harvard.edu

3 After fossil-fuel combustion, deforestation is the second largest source of carbon dioxide emissions 
to the atmosphere. Estimates of annual global emissions from deforestation range from 0.6 to 2.8 billion 
tons, compared with slightly less than 6.0 billion tons annually from fossil-fuel combustion, cement 
manufacturing, and natural gas flaring, combined [10, 31], There are three pathways along which carbon 
sequestration is of relevance for atmospheric concentrations of carbon dioxide: carbon storage in 
biological ecosystems, carbon storage in durable wood products, and substitution of biomass fuels for 
fossil fuels [24]. The analysis in this paper considers the first two pathways. For further discussion, see 
Parks et al. [18].
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emission reductions for a number of countries [3], including the United States [1, 4, 
19, 20, 23, 33].4

When and if the United States chooses to ratify the Kyoto Protocol and/or 
subsequent international agreements, it will be necessary to decide whether carbon 
sequestration policies—such as those that promote forestation5 and discourage 
deforestation—should be part of the domestic portfolio of compliance activities. 
The potential cost-effectiveness of carbon sequestration activities will presumably 
be a major criterion, and so it is important to ask what factors affect the costs of 
such programs. We examine the sensitivity of sequestration costs to changes in key 
factors, including the nature of the management regimes, silvicultural species, 
relative prices, and discount rates.

Our analytical model takes account of current silvicultural understanding of the 
intertemporal linkages between deforestation and carbon emissions, on the one 
hand, and between forestation and carbon sequestration, on the other. Further-
more, our analysis uses a methodology whereby econometric estimates of the costs 
of carbon sequestration are derived from observations of landowners’ actual 
behavior when confronted with the opportunity costs of alternative land uses [33]. 
This is in contrast with “engineering” or “least cost” approaches used to estimate 
the costs of carbon sequestration, of which even the best are unlikely to capture 
important elements of landowner behavior, such as the effects of irreversible 
investment under uncertainty, non-pecuniary returns from land use, liquidity 
constraints, decision making inertia, and other costs and benefits of land use of 
which the analyst is unaware.6

In summary, we find, first, that the costs of carbon sequestration can be greater 
if trees are periodically harvested, rather than permanently established. Second, 
higher discount rates imply higher marginal costs and non-monotonic changes in 
the amount of carbon sequestered. Third, higher agricultural prices lead to higher 
marginal costs or reduced sequestration. Fourth, retarded deforestation can se-
quester carbon at substantially lower costs than increased forestation. These results 
depend in part on the time profile of sequestration and the amount of carbon

4 There is a range of estimates of the relevant marginal cost function. These various estimates are 
compared by Stavins [33], whose own estimates are significantly greater than the others for more 
ambitious sequestration programs.

5 Distinctions are sometimes made in the forestry literature between “afforestation” and “reforesta
tion,” where the former refers to changes from non-forest to forest production on lands that have not 
been forested during the preceding 50 years or more, and the latter refers to changes to forest 
production on lands that have more recently been deforested [11]. In our analysis, there is no reason to 
make this distinction, and so we simply refer to any change to forest use as “forestation.” This is in 
contrast to a change fro m  forest use of land— “deforestation.”

6 The simplest of previous analyses derived single point estimates of average costs associated with 
particular sequestration levels [8, 13, 14, 27, 29], sometimes assuming that the opportunity costs of land 
are zero [7, 16, 38, 39]. “Engineering/costing models” have constructed marginal cost schedules by 
adopting land rental rates or purchase costs derived from surveys for representative types or locations of 
land, and then sorting these in ascending order of cost [15, 23]. Simulation models include a model of 
lost profits due to removing land from agricultural production [19], a mathematical programming model 
of the agricultural sector and the timber market [1, 2], a related model incorporating the effects of 
agricultural price support programs [4], and a dynamic simulation model of forestry [35]. An analysis by 
Plantinga [20] adopts land-use elasticities from an econometric study to estimate sequestration costs, an 
approach similar in some respects to the methodology used here. For surveys of the literature, see 
Richards and Stokes [24] and Sedjo et al. [28, 30].
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released upon harvest, both of which may vary by species, geographic location, and 
management regime, and are subject to scientific uncertainty.

In Section 2 of the paper, we describe the analytical model; in Section 3, we 
carry out simulations for various scenarios and thereby examine the sensitivity of 
the marginal cost of carbon sequestration; and in Section 4, we offer some 
conclusions.

2. ANALYTICAL MODEL

We draw upon econometrically estimated parameters of a structural model of 
land use, layer upon it a model of the relationships that link changes in alternative 
land uses with changes in the time paths of C 0 2 emission and sequestration, and 
examine the sensitivity of carbon sequestration costs to key underlying factors. Our 
analysis focuses on the empirically relevant land-use options of forest and farm.7

2.1. A Structural, Empirical Model of Land Use

In previous work with a different policy motivation, Stavins and Jaffe [34] 
developed a dynamic optimization model of a landowner’s decision of whether to 
keep land in its status quo use or convert it to serve another purpose.8 Landowners 
are assumed to observe current and past values of economic, hydrologic, and 
climatic factors relevant to decisions regarding the use of their lands for forestry or 
agricultural production and on this basis form expectations of future values of 
respective variables. Given this information, landowners attempt to maximize the 
expected long-term economic return to the set of productive activities that can be 
carried out on their land. They face ongoing decisions of whether to keep land in 
its current state—either forested or agricultural use—or to convert the land to the 
other state. Relevant factors a landowner would be expected to consider include: 
typical agricultural and forestry revenues for the area, the quality of a specific land 
parcel for agricultural production, agricultural costs of production, and the cost of 
converting land from a forested state to use as cropland. Thus, we anticipate that a 
risk-neutral landowner will seek to maximize the present discounted value of the 
stream of expected future returns.

We summarize the formal statement of the landowner’s problem in the Ap-
pendix, where the application of control theoretic methods yields a pair of 
necessary conditions for changes in land use. The first necessary condition implies 
that a parcel of cropland should be converted to forestry use if the present value of 
expected net forest revenue exceeds the present value of expected net agricultural 
revenue. Stated formally, forestation (conversion of agricultural cropland to forest) 
occurs if a parcel is cropland and if

( Fn ~ Dh -  A it ■ q.j, + Mh) > 0, ( 1)

7 In both industrialized nations and in developing countries, nearly all deforestation is associated 
with conversion to agricultural use [11].

8 A detailed description of the dynamic optimization model and the derivation of the econometrically 
estimatable model is found in Stavins and Jaffe [34], while Stavins [32] provides an illustration of the use 
of the model for environmental simulation.
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where i indexes counties, j  indexes individual land parcels, and t indexes time; 
upper case letters are stocks or present values; lower case letters are flows; F is 
forest net revenue, equal to the expected present value of annual net income from 
forestry per acre (i.e., stumpage value); D is the expected present value of the 
income loss (when converting to forest) due to delay of first harvest for one 
rotation period; A  is the expected present value of the future stream of typical 
agricultural revenues per acre; q is a parcel-specific index of feasibility of agricul-
tural production, including effects of soil quality and soil moisture; and M is the 
expected cost of agricultural production per acre, expressed as the present value of 
an infinite future stream.

On the other hand, a forested parcel should be converted to cropland if the 
present value of expected net agricultural revenue exceeds the present value of 
expected net forest revenue plus the cost of conversion. That is, deforestation 
occurs if a parcel is forested and if

( A ,  • q,,, -  M,, -  C f*  -  (F„ -  WH)) > 0, (2)

where C is the average cost of conversion per acre, P is the Palmer hydrological 
drought index, and Wit is the windfall of net revenue per acre from a one-time 
clear cut of forest (prior to conversion to agricultural use).

Inequalities (1) and (2) imply that all land in a county (of given quality) will be in 
the same use in the steady state. In reality, counties are observed to be a mix of 
forest and farmland. Although this may partly reflect deviations from the steady 
state, it is due largely to the heterogeneity of land, particularly regarding its 
suitability for agriculture. As shown in Stavins and Jaffe [34], such unobserved 
heterogeneity can be parameterized within an econometrically estimatable model 
so that the individual necessary conditions for land-use changes aggregate into a 
single-equation model, in which the parameters of the basic benefit-cost relation-
ships and of the underlying, unobserved heterogeneity can be estimated simultane-
ously.

The complete model yields a set of econometrically estimatable equations, as 
shown in the Appendix. Using panel data for 36 counties, comprising approxi-
mately 13 million acres of land, in Arkansas, Louisiana, and Mississippi, during the 
period 1935-1984, the parameters of the complete model were estimated with 
nonlinear least squares procedures [34]. Table I provides descriptive statistics of 
the major variables used in the simulation analysis.

2.2. A Dynamic Simulation Model of Future Land Use

Our initial step in moving from an estimated model of historical land use to a 
model of carbon sequestration involves introducing relevant silvicultural elements 
into the necessary conditions previously derived. There are three principal silvicul-
tural dimensions to be considered: symmetries and asymmetries between foresta-
tion and deforestation, alternative species for forestation, and alternative manage-
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TABLE I
Descriptive Statistics3

Variable Mean
Standard
deviation Minimum Maximum

Gross agricultural revenue ($/acre/year) 259.04 44.58 184.77 376.03
Agricultural production cost ($/acre/year) 220.39 52.03 143.61 359.81
Forest revenueb ($/acre/year)

Mixed stand 19.29 7.45 6.71 38.36
Pine stand 58.96 23.38 19.92 118.24

Tree-farm establishment cost ($/acre) 92.00 0.00 92.00 92.00
Conversion cost ($/acre)c 27.71 0.00 27.71 27.71
Carbon sequestration due to forestationd 

(tons/acre)
Natural regrowth of mixed stand, 43.36 0.00 43.36 43.36

periodically harvested
Natural regrowth of mixed stand, no harvest 50.59 0.00 50.59 50.59
Pine plantation, periodically harvested 41.05 0.00 41.05 41.05
Pine plantation, no harvest 49.99 0.00 49.99 49.99

Carbon emissions due to deforestation6 51.83 0.00 51.83 51.83
(tons/acre)

Interest ratef 5% 0.00 5% 5%

aThe sample is of 36 counties in Arkansas, Louisiana, and Mississippi, located within the Lower 
Mississippi Alluvial Plain. All monetary amounts are in 1990 dollars; means are unweighted county 
averages.

bGross forest revenue minus harvesting costs; an annuity of stumpage values. 
cThe historical analysis uses actual conversion costs, varying by year. 
d Present-value equivalent of life-cycle sequestration. 
e Present-value equivalent of life-cycle emissions.
fThe historical analysis uses actual, real interest rates; simulations of future scenarios use the 5% 

real rate.

ment regimes. Two of the equations from the land use model need to be adjusted 
for this purpose,

Qu =
Fit ~ F>it + Mn

/ )  —
Fn ~ wn + Mn

Hit A „ -  C ,f "

(3)

(4)

where, for each county i at time r, qy is the threshold value of land quality (i.e., 
suitability for agriculture) below which the incentive for forestation manifests itself, 
and qx is the threshold value of land quality above which the incentive for 
deforestation manifests itself.

First, we note that Eqs. (3) and (4) already exhibit two significant asymmetries 
between forestation and deforestation. Forestation produces a supply of timber 
(and an associated forest-revenue stream) only with some delay, since the first 
harvest subsequent to establishment occurs at the completion of the first rotation, 
while deforestation involves an immediate, one-time revenue windfall from cutting
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of the stand, net of a loss of future revenues from continued forest production. 
Additionally, under actual management practices during the sample period of 
historical analysis, costs were associated with converting forestland to agricultural 
cropland, but no costs were involved with essentially abandoning cropland and 
allowing it to return to a forested state. For the simulations associated with carbon 
sequestration policies, however, we need to allow for the possibility of “tree 
farming,” that is, intensive management of the forest, which brings with it signifi-
cant costs of establishment.

Second, there is the choice of species. In the econometric analysis, only mixed 
stands9 were considered to reflect historical reality, but in the carbon-sequestra-
tion context it is important to consider the possibility of both mixed stands and tree 
farms (plantations of pure pine). We develop revenue streams for both, based upon 
observed practice in the region.10

The third silvicultural dimension is the choice of management regime. The 
historical analysis assumed that all forests were periodically harvested for their 
timber. For purposes of carbon sequestration, however, we should consider not 
only such conventional management regimes, but also the possibility of establishing 
“permanent stands” that are never harvested. These three silvicultural considera-
tions lead to the respecification of Eq. (3),

i ? .  =
Fitf ~ F>„c + Af, -  Kit

(5)

where subscript 5 indicates species and K is the cost associated with establishing a 
pine-based tree farm.11 For the case of permanent (unharvested) stands, F and D 
are set equal to zero. Combining variable values associated with these silvicultural 
dimensions into logical sets yields four scenarios to be investigated: natural 
regrowth of a mixed stand, with and without periodic harvesting, and establishment 
of a pine plantation, with and without periodic harvesting.

2.3. Generating a Forest Supply Function

Next, we introduce some policy-inspired modifications to develop a forest supply 
function. First, note that dynamic simulations of fitted values of the model, 
employing current/expected values of all variables (including prices), will generate

9 Mixed stands of appropriate shares of various species of hardwoods and softwoods, specific to each 
county and time period, were included in the data used for econometric estimation. The calculated 
revenue streams draw upon price data for both sawlogs and pulpwood in proportion to use, based upon 
55-year rotations.

() The tree-farm revenue streams represent a mix of 80% loblolly pine and 20% slash pine, based 
upon practice in the area [5]. We use a rotation length of 45 years for loblolly and 30 years for slash 
pine, also reflecting standard practice [15].

11 Forest establishment costs include the costs of planting (purchase of seedlings, site preparation, 
and transplanting), post-planting treatments, and care required to ensure establishment [15]. We adopt 
a value of $92/acre ($1990), based upon estimates by Richards et al. [23] for converted cropland in the 
Delta (three-state) region.

A„
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baseline predictions of future forestation and/or deforestation [32].12 These results 
constitute our baseline for policy analysis. Second, we can simulate what land-use 
changes would be forthcoming with changed values of specific variables. In general, 
we can examine the consequences of public policies that affect the economic 
incentives faced by landowners. The difference in forestation/deforestation be-
tween the first (baseline) and the second (counterfactual) simulation is the pre-
dicted impact of a given policy.

In order to generate a representation of the forest supply function, several types 
of policies can be considered. A payment (subsidy) could be offered for every acre 
of (agricultural) land that is newly forested. But this would provide an incentive for 
landowners to cut down existing forests simply to replant in a later year in 
exchange for the government payment. On the other hand, a tax could be levied on 
each acre of land that is deforested. But such an approach would provide no added 
incentive for forestation of land that is not currently in that state. One solution is 
to think of a two-part policy that combines a subsidy on the flow of newly forested 
land with a tax on the flow of (new) deforestation. As a first approximation, the two 
price instruments can be set equal, although this is not necessarily most efficient.

We simulate this policy by treating the subsidy as an increment to forest 
revenues in the forestation part of the model (Eq. (4)) and treating the tax payment 
as an increment to conversion or production costs in the deforestation part of the 
model (Eq. (5)). Letting Z represent the subsidy and tax, the threshold equations 
((3) and (4)) for forestation and deforestation, respectively, become

{Fns ~ Dits + z n) + Mit ~ K it
A it

Fits -  Wits + (M it + Z ,)
A • -  C aPi<* * it  ^ i t

( 6)

(7)

Thus, a dynamic simulation based upon Eqs. (6) and (7) in conjunction with the 
other equations of the model (see the Appendix), in which the variable Z is set 
equal to zero, will generate a baseline quantity of forestation/deforestation over a 
given time period. By carrying out simulations for various values of Z over the 
period and subtracting the results of each from the baseline results, we can trace 
out a forest acreage supply function, with marginal cost per acre (Z) arrayed in a 
schedule with total change in acreage over the time period, relative to the 
baseline.13

12 Statistical tests, reported in Stavins and Jaffe [34], indicate a high degree of structural (and 
parametric) stability of the model over the 50-year time period of estimation. It is therefore possible to 
carry out future factual and counter-factual simulations. Extrapolations of historical trends would imply 
future increases in the relative price of timber to agricultural crops, but extrapolations of historical 
trends of relative yields would favor agriculture. Not knowing what the future will bring, the baseline 
simulations employ constant values of all variables, including real prices and yields. Nevertheless, the 
baseline simulations exhibit changes in land use over time, both because of the partial-adjustment 
nature of the model and because modifications of silvicultural practices are assumed for both baseline 
and policy simulations, as is explained later.

13 This is a partial-equilibrium analysis of a 36-county region. If a national analysis were being 
carried out, it would be necessary to allow for price endogeneity, i.e., allow for land-use changes induced 
by changes in Z to affect agricultural and forest product prices. On this, see Stavins [33].
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It might be argued that since the policy intervention we model is a tax/subsidy 
on land use, not on carbon emissions and sequestration, it does not lead to the true 
minimum carbon-sequestration marginal cost function. This may seem to be a valid 
criticism in the narrowest analytic sense, but it is not valid in a realistic policy 
context. It would be virtually impossible to levy a tax on carbon emissions or a 
subsidy on sequestration, because the costs of administering such policy interven-
tions would be prohibitive. Looked at this way, such an instrument would likely be 
more costly per unit of carbon sequestered than would the deforestation tax/for- 
estation subsidy policy considered here.14

2.4. Computing the Marginal Cost of Carbon Sequestration

For any parcel of land, there are several types of comparisons that could be 
made between the time-paths of carbon emissions/sequestration in a baseline and 
a policy simulation. First, we can consider a parcel that is continually in cropland in 
both simulations, in which case it exhibits zero net carbon sequestration/emission 
over the long run in both, and so the policy impact is also zero.15 Second, a parcel 
may continually be in a forested state in both simulations, in which case it 
sequesters carbon in both simulations, but net sequestration due to the policy 
intervention is again zero. Third, a parcel may be in agricultural use in the 
baseline, but forestation takes place in the policy simulation in year t\ here, net 
carbon sequestration due to the policy intervention will be the time-path of annual 
sequestration that commences in year t. Fourth, a parcel may be in a forested state 
in the baseline, but deforestation takes place in the policy simulation in year t; 
then the net carbon emissions due to the policy intervention will be the time-path 
of annual emissions that commence in year t , assuming durable wood products are 
produced from merchantable timber.

Carbon-Sequestration Time Profiles

The next step, conceptually, is to link specific time paths of carbon sequestration 
(and emissions) with forestation and deforestation. Scientific understanding of 
these linkages is evolving; we draw upon recent biological models and employ a set 
of temporal carbon yield curves based on Moulton and Richards [15] and Richards 
et al. [23].16 Figure 1 provides a pictorial representation of one example of the 
time-path of carbon sequestration and emission linked with a specific forest 
management regime. In the example, the time profile of cumulative carbon

14 This is not to suggest that a uniform tax/subsidy would be the first-best policy. A more efficient 
but still practical policy instrument might well involve a non-uniform tax/subsidy, set in accordance 
with regional and other factors.

15 With constant relative prices in the baseline, the time-path of policy-induced changes in land use 
in the model is always such that individual counties are characterized by increases or decreases in 
forested acreage, relative to the baseline, but never both.

16 Nordhaus [17] and Richards et al. [23] also use carbon yield curves, while many other sequestration 
cost studies have used point estimates of average flows.



Climate Change 329

CLIMATE CHANGE AND FOREST SINKS 219

FIG. 1. Time profile of carbon sequestration (Loblolly pine in delta states region).

sequestration is for establishing a new loblolly pine plantation. Carbon sequestra-
tion occurs in four components of the forest: trees, understory vegetation, forest 
floor, and soil.17 When a plantation is managed as a permanent stand, cumulative 
sequestration increases monotonically, with the magnitude of annual increments 
declining so that an equilibrium quantity of sequestration is essentially reached 
within 100 years, as material decay comes into balance with natural growth.

The figure also shows the sequestration path for a stand that is periodically 
harvested. In this case, carbon accrues at the same rate as in a permanent stand 
until the first harvest, when carbon is released as a result of harvesting, processing, 
and manufacturing of derivative products.18 Much of the carbon sequestered in 
wood products is also released to the atmosphere, although this occurs with

17 Although shares vary greatly among forest types, reference points are: tree carbon contains about 
80% of ecosystem carbon, soil carbon about 15%, forest litter 3%, and the understory 2% [23], 
Variation in these shares is significant; for some species, soil carbon accounts for nearly 50% of total 
forest carbon.

18 Our calculations of releases from the understory, forest floor, soil, and non-merchantable timber 
are based upon Moulton and Richards [15] and Richards et al. [23]. The share of total forest carbon that 
actually ends up in merchantable wood varies considerably by species. A reasonable reference point is 
about 40%. Much of the remaining 60% is released at the time of harvest and in the manufacturing 
process (in both cases through combustion), the major exception being soil carbon, which exhibits much 
slower decay.
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considerable delay as wood products decay.19 In this scenario, the forest is 
replanted and the process begins again.20

Although the carbon yield curve with harvesting in Fig. 1 eventually moves above 
the yield curve for a “permanent” stand, this need not be case. It depends upon the 
share of carbon that is initially sequestered in wood products and upon those 
products’ decay rates (plus the decay rate of soil carbon). With zero decay rates, 
the peaks in the harvesting yield curve would increase monotonically, but with 
positive decay rates the locus of the peaks approaches a steady-state quantity of 
sequestration, because eventually decay in the stock of carbon stored in existing 
wood products offsets the amount of new carbon sequestered through tree growth. 
That steady-state quantity can, in theory, lie above or below the level associated 
with the equilibrium level of the “permanent” yield curve.21

Discounting Carbon Costs and Benefits

Recognizing the intertemporal nature of net carbon sequestration raises a 
question: how can we associate a number—the marginal cost of carbon sequestra-
tion—with diverse units of carbon that are sequestered in different years over long 
time horizons? Previous sequestration studies have used a variety of methods to 
calculate costs in terms of dollars per ton, the desired units for a cost-effectiveness 
comparison. These approaches have been classified as “flow summation,” “mean 
carbon storage,” and “levelization” [24].

The “flow summation” approach is the simplest: the present value of costs is 
divided by the total tons of carbon sequestered, regardless of when sequestration 
occurs. This summary statistic fails to take into account the time profile of 
sequestration, and second, the measure is very sensitive to the length of the time 
horizon selected for calculation (in the case of periodic-harvesting scenarios). 
Furthermore, assuming that not only costs but also benefits of sequestration are to 
be discounted over time, this approach implies that marginal benefits of sequestra-

19 As Sedjo et al. [30] point out, examinations of the long-term effects of timber growth on carbon 
sequestration are “highly dependent upon the assumptions of the life-cycle of the wood products” (p. 
23). Harmon et al. [9] found this to be the case in their scientific review. The two critical parameters are 
the assumed length of the life-cycle of wood products and the assumed share of timber biomass that 
goes into long-lived wood products. Drawing upon the work of Row [25], Row and Phelps [26], and 
Turner et al. [36], we develop a time-path of gradual decay of wood products over time, based upon an 
appropriately weighted average of pulpwood, sawlog, hardwood, and softwood estimates from Plantinga 
and Birdsey [21]. The final profile is such that one year following harvest, 83% of the carbon in wood 
products remains sequestered; this percentage falls to 76% after 10 years, and 25% after 100 years (and 
is assumed to be constant thereafter). At an interest rate of 5%, the present-value equivalent 
sequestration is approximately 75%, identical to that assumed by Nordhaus [17].

211 Another potential scenario, which we do not consider, is that harvested wood is used for fuel. If 
this is to produce electricity or liquid fuels such as methanol, thereby substituting for fossil-fuel use, 
then there would be two additional effects to consider: (1) the net impact on atmospheric C02 
emissions of each unit of forestation would be significantly enhanced, and (2) the demand for wood 
would be increased, which would matter in a general-equilibrium setting. On the other hand, the 
general-equilibrium effects of bringing a new source of wood to the market would also need to be 
considered.

21 There has been a significant amount of debate within the scientific community about the relative 
superiority of these two regimes in terms of their carbon-sequestration potential. Harmon et al. [9] find 
that old growth forests are superior to periodic harvesting approaches in their ability to sequester 
carbon, but Kershaw et al. [12] demonstrate that this is dependent upon specific circumstances.
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tion are increasing exponentially over time at the discount rate. A similar summary 
statistic is based upon “mean carbon storage.” In this case, the present value of 
costs is divided by the numerical average of annual carbon storage. This statistic 
suffers from the same problems as the first.

The third alternative—“levelization”—seems most reasonable: the discounted 
present value of costs is divided by the discounted present value of tons se-
questered. Alternatively (and equivalently), an annuity of present value costs is 
divided by an annuity of present value tons. This is the approach we use. It may be 
thought of as assuming that the marginal damages associated with additional units 
of atmospheric carbon are constant and that benefits (avoided damages) and costs 
are to be discounted at the same rate. Note that such an assumption of constant 
marginal benefits is approximately correct if damages are essentially proportional 
to the rate of climate change, which many studies have asserted.22

Specifically, we define the present values (in year t) of the time-paths of carbon 
sequestration and carbon emissions associated with forestation or deforestation 
occurring in year t as Hf and flf , respectively. Thus, the total, present-value 
equivalent net carbon sequestration/emissions associated with any baseline or 
policy simulation are calculated as

36 90
PV(SEQ) = £ £  (FORCHl • D° • (1? -  FORCH‘ • D clt • O f ) • (1 + r) ‘

t = o

(8)

where

90
ftf = £ C V ( l + r ) '

h = t 
90

f t f -  E  CE* • (1 + r)' ,
h =  t

(9 )

( 10)

and where FORCHa and FORCHc are forestation and deforestation, respectively, 
as a share of total county area (see the Appendix for formulae), D a and Dc are 
dummy variables for forestation and deforestation, respectively, and CSh and CEh 
are, respectively, annual incremental carbon sequestration and carbon emissions 
per acre under individual scenarios.

We develop the constituent carbon yield curves for various forest species, 
location, and management conditions, and initially use a 5% discount rate. The 
present-value equivalent carbon-sequestration measure associated with natural

22 If the marginal damages of carbon emissions were expected to change at some rate g over time, an 
appropriate modification of the levelization procedure could entail reducing the discount rate for 
carbon by the rate g. For monotonically increasing sequestration time profiles this modification would 
raise the present-value tons of carbon and lower the marginal cost of carbon sequestration if marginal 
damages were growing over time (i.e., g  > 0); it would do the opposite if damages were expected to fall. 
For non-monotonic sequestration paths, such as those involving periodic harvesting, the effect depends 
on the specific shape of the path; g  > 0 could in principle raise or lower present-value carbon. For the 
scenarios we investigate, such a modification— which is equivalent to lowering the discount rate (for 
g  > 0)— also raises the present-value carbon for the harvesting scenarios, but not by as much as for the 
non-harvesting scenarios.



332 Climate Change

222 NEWELL AND STAVINS

regrowth of a mixed stand is 43.36 tons if periodically harvested and 50.59 tons if 
permanent; for a pine plantation the values are 41.05 if periodically harvested and 
49.99 tons if permanent.23 Additionally, we calculate present-value carbon emission 
measures for deforestation with sale of merchantable timber (51.83 tons). These 
values are also reported in Tables I and IV. As described above, these values 
depend on the time profile of sequestration and the amount of carbon released 
upon harvest, both of which may vary by species, geographic location, and manage-
ment regime, and are subject to scientific uncertainty. Silvicultural scenarios with 
more rapid carbon accumulation and less emissions upon harvest will exhibit 
higher carbon present values and thus lower costs of carbon sequestration per ton.

Since we derive marginal costs on an annual per acre basis using the tax/subsidy 
scheme, Z, we first convert present value tons of carbon to an equivalent annuity, 
AV(SEQ), as

AV(SEQ) =
PV(SEQ)
PVFAC(r) ( i i )

where PVFAC is a present-value factor used to annualize the present value at rate 
r. We then divide the carbon-sequestration annuity by the total acreage of 
forestation, TFORCH, relative to the baseline in order to place it on a per acre 
basis. Lastly, we compute the marginal cost per ton of carbon sequestration MC 
for each scenario by dividing marginal cost per acre per year by the per acre 
carbon-sequestration annuity:

M c I A V ( S E Q ) y  ^

\ TFORCH )

As discussed below, Table II illustrates this computation for a periodically har-
vested pine plantation.

3. THE COSTS OF CARBON SEQUESTRATION

The results of dynamic land-use simulations for the 90-year period from 1990 to 
2080 constitute the fundamental inputs into the final carbon simulation model 
consisting of Eqs. (8), (9), and (10).24 A 90-year period was used to allow at least

23 The yield curves provided in Fig. 1 are simply examples for one species, loblolly pine. The growth 
curves that underlie respective yield curves are themselves a function, partly, of precipitation and 
temperature, both of which are presumably affected in the long run by atmospheric concentrations of 
C02 and induced climate change [6]. We ignore this endogeneity to climate change in estimating 
sequestration costs, as have all previous studies. Likewise, all studies have ignored potential economic 
endogeneity of relevant variables to climate change. The mixed-stand carbon paths are weighted 
averages from hardwood and pine constituents, assuming 55% hardwoods and 45% southern pine [5]. 
The assumed density of carbon in merchantable hardwoods is from Moulton and Richards [15] for Delta 
state hardwoods. In the case of softwoods (pines), density and assumed rotation length are for loblolly 
pine and slash pine [15], weighted as 80% and 20%, respectively, of total softwoods. Carbon-sequestra
tion patterns and merchantable wood volumes for pine are based on Richards et al. [23] for cropland in 
the Delta region.

24 In a prior step, the econometrically estimated parameters were used with newly available data for 
1989 to simulate total forested acreage per county in 1989, the base year for the simulations.
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TABLE II
Land Change and Carbon-Sequestration Costs and Quantities, 

Periodically Harvested Pine Plantation

Marginal 
cost per 

acre
($/acre/

year)
Z

Forestation 
relative to 
baseline 

(1,000’s acres) 
T F O R C H

Average cost 
per acre 

($/acre/year)

Annualized 
carbon 

sequestration 
relative to 
baseline

(1,000’s tons/year) 
A V (S E Q )

Marginal cost 
of carbon 

sequestration 
($/ton)
M C  =

Z / [ A V ( S E Q ) /
T F O R C H )

Average cost 
of carbon 

sequestration 
($/ton)

0 0 0.00 0 0.00 0.00
10 518 10.00 784 6.61 6.61
20 1,057 15.10 1,600 13.21 9.97
30 1,615 20.25 2,445 19.82 13.38
40 2,192 25.45 3,319 26.42 16.81
50 2,787 30.69 4,219 33.03 20.27
60 3,398 35.96 5,145 39.63 23.76
70 3,893 41.27 5,895 46.24 27.26
80 4,224 46.60 6,395 52.84 30.78
90 4,455 51.95 6,745 59.45 34.31

100 4,653 57.32 7,045 66.05 37.86
200 6,579 105.63 9,961 135.97 69.77
300 7,484 129.15 11,332 202.03 85.31
400 7,897 142.25 11,957 268.05 93.96
500 8,212 155.98 12,434 334.11 103.03
600 8,470 169.22 12,825 400.18 111.77
700 8,689 182.74 13,156 466.22 120.71
800 8,874 195.72 13,437 532.20 129.28
900 9.038 208.21 13,685 598.31 137.53

1,000 9,178 219.53 13,897 664.35 145.01

Notes: Variable symbols are given at the bottom of certain headings to illustrate how figures were 
computed (see Section 2.3). Discount rate is 5% ; baseline forestation is 52,000 acres; baseline carbon 
sequestration is 4.6 million tons.

one rotation of each forest species; given the consequences of discounting, the 
results are not fundamentally affected by the length of the period of analysis once 
that period exceeds 50 years or so. Different time-paths of annual carbon incre-
ments, CSh and CEh, and different cost and revenue streams of forestation and 
deforestation are associated with each of the four scenarios to be examined.

As previously described, simulations are employed to trace out the supply curve 
of net carbon sequestration, in which the marginal costs of carbon sequestration, 
measured in dollars per ton, are arrayed in a schedule with net annualized25 
carbon sequestration (relative to the baseline). Table II provides the results for one 
scenario, a periodically harvested pine plantation, with the sale of merchantable 
timber when/if deforestation occurs. We focus initially on this scenario and 
provide detailed results for it, by way of example. The relatively attractive forest 
revenues associated with this management regime result in a small amount of net 
forestation taking place in the baseline simulation, a gain of about 52 thousand

25 As explained above, both dollars of costs and tons of sequestration (and emission) are discounted. 
Hence, annual sequestration refers to an annuity that is equivalent to a respective present value for a 
given discount rate.
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FIG. 2. Marginal cost of carbon sequestration (scenario #3—periodically harvested pine planta-
tion).

acres (over the 90-year study period). Baseline net carbon sequestration is approxi-
mately 4.6 million tons annually. As can be seen in Table II and Fig. 2, the 
marginal costs of carbon sequestration increase approximately linearly until these 
costs are about $66 per ton, where annual sequestration relative to the baseline has 
reached about 7 million tons. This level of sequestration is associated with a 
land-use tax/subsidy of $100 per acre and net forestation relative to baseline of 4.7 
million acres.

Beyond this point, marginal costs increasingly depart from a linear trend. 
Beyond about $200 per ton, they turn steeply upward. Indeed, the marginal cost 
function appears to be nearly asymptotic to a sequestration level of about 15 to 16 
million tons annually (Figure 2).26 This is not surprising. Such an implicit limit 
would be associated in the model with net forestation of about 10.5 million acres,

26 Although the assumption of exogenous prices becomes less tenable as land-use impacts become 
more severe, it is nevertheless true that the relevant agricultural prices (and to a lesser degree, 
stumpage values) are determined on national and international markets of which the study region 
represents only a trivial share. In any event, however, the reliability of the model’s predictions decreases 
as we move further outside the range of the data on which the underlying econometric parameters were 
estimated.
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TABLE III
Costs of Carbon Sequestration for Alternative Silvicultural Scenarios 

for 5 Million Tons of Sequestration above Baseline

Alternative silvicultural scenarios

Species regime Natural regrowth of mixed stand Pine plantation

Management regime 
Scenario

Periodic harvest No harvest 
#1 #2

Periodic harvest 
#3

No harvest 
#4

Baseline change in -259 -297 52 -69
forestation (1,000 acres) 

Baseline carbon 4,005 3,931 4,578 4,368
sequestration (1,000 tons) 

Marginal cost per acre 55.80 49.20 58.40 49.10
($/acre/year) 

Forestation relative to 3,074 2,662 3,301 2,710
baseline (1,000 acres) 

Average cost per acre 33.80 30.31 35.12 30.23
($/acre/year) 

Forestation carbon 43.36 50.59 41.05 49.99
sequestration (tons/acre) 

Deforestation carbon 51.83 51.83 51.83 51.83
emissions (tons/acre) 

Annualized carbon 5,000 5,000 5,000 5,000
sequestration (1,000 tons/year) 

Marginal cost of carbon 34.33 26.30 38.57 26.61
sequestration ($/ton) 

Average cost of carbon 20.79 16.20 23.20 16.38
sequestration ($/ton)

Note: Discount rate is 5%.

for a total forested area of 13 million acres, just shy of the total area of the 36 
counties of the study region.27

3.1. Alternative Silvicultural Scenarios

Simulated costs of carbon sequestration are summarized in Table III for four 
scenarios. In scenario #1, all forestation is assumed to be through natural regrowth 
of mixed stands that are periodically harvested. The more modest forest revenues 
associated with this management regime (relative to the pine plantation) result in 
net deforestation taking place in the baseline simulation, a loss of about 260 
thousand acres. The marginal cost of carbon sequestration is about $34 when 5 
million tons are sequestered annually.

27 An advantage of our revealed-preference approach, compared with the usual engineering ap
proaches, is that because the simulation model’s parameters are econometrically estimated, those 
parameters have associated with them not only estimated values (coefficients), but also estimated 
standard errors. Hence, we can provide a richer description of the marginal cost function through the 
use of stochastic (Monte Carlo) simulations, drawing upon the relevant variance-covariance matrix. 
Based upon these simulations, Fig. 2 provides not only a set of point estimates of the marginal cost 
function, but also the 95% confidence interval around that function. There is also uncertainty 
associated with a number of the variables employed in the analysis. Hence, the figure probably presents 
an under-estimate of the true error bounds.
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If we modify the previous scenario to eliminate periodic harvesting (thus setting 
the forest revenue stream for new forests equal to zero), deforestation increases 
somewhat in the baseline (scenario #2, Table III).28 The timber revenue stream in 
scenario #1 was forestalling some conversion of forest to agriculture; with the 
elimination of this revenue stream in scenario #2, deforestation increases. On its 
own, preventing periodic harvesting of timber would tend to increase the marginal 
costs of carbon sequestration, since the net opportunity costs associated with an 
agriculture/forestry change increase. Indeed, this modest loss of expected revenue 
(about 13%) does cause a modest decrease in the total amount of induced 
forestation that occurs relative to the case with harvesting (scenario #1). But the 
time-path of carbon sequestration without harvesting is sufficiently favorable to 
overcome this effect, so that the marginal costs of sequestration are actually less in 
the no-harvest cases than in those cases where periodic harvesting is permitted. For 
example, the marginal cost of carbon sequestration is now only $26 (compared with 
$34 in the presence of periodic harvesting) when 5 million tons are sequestered 
annually.

The picture changes somewhat when we allow for tree farms of pure pine to be 
established as the regime of forestation. Now the economic incentives that exist in 
the baseline actually cause little or no deforestation to occur. Potential annual 
revenues from forestry are significantly greater than in the case of mixed stands, 
but up-front plantation establishment costs partially mitigate this effect. Overall, a 
given land-use tax/subsidy brings about greater net forestation in the pure pine 
case, but this effect is overwhelmed by the differences in carbon-sequestration 
potential, and so the periodic pine scenario (#3) exhibits greater marginal seques-
tration costs than the periodic mixed-stand case (scenario #1). The difference in 
carbon sequestration is being driven by the fact that retarded deforestation is 
responsible for a considerable part of the net carbon sequestration (relative to 
baseline) for the mixed stands, but in the pine plantation case, we find that all of 
the carbon sequestration in scenario #3 is due to forestation (which in present-value 
equivalent terms provides substantially less carbon saved per acre). Scenario #4, 
the pine plantation without periodic harvesting, provides an intermediate case, 
which yields results quite similar to the related mixed-stand scenario (#2), because 
the absence of periodic harvesting eliminates one of the major economic differ-
ences and the carbon yield curves themselves are similar.

3.2. Discount Rates

Because of the long time horizons employed in the analysis, it is natural to ask 
about the sensitivity of the results to the assumed discount rate (5%). Changing the 
discount rate has two types of effects on the simulations. First, many of the 
economic variables take on new values. One example is the trade-off between 
foregone future forest revenues F and the immediate windfall of revenue from

28 Note that the alternative scenarios imply alternative parameter values for each pair of baseline 
and counter-factual simulations. What is critical for our marginal cost calculations is that any pair of 
baseline and counter-factual simulations employs identical assumptions (parameter values), with the 
exception, of course, of Z„, the tax/subsidy that generates the counter-factuals and leads to our 
marginal cost estimates.
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TABLE IV
Present-Value Equivalent Carbon Sequestration and Emissions 

with Alternative Discount Rates

Carbon sequestration and emissions 2.5%

Alternative discount rates 

5.0% 7.5% 10.0%

Present-value equivalent carbon 
sequestration (tons per acre) 

Natural regrowth of mixed stand 
Periodic harvest (scenario #1) 61.90 43.36 30.63 22.72
No periodic harvest (scenario #2) 91.48 50.59 32.85 23.52

Pine plantation 
Periodic harvest (scenario #3) 54.66 41.05 30.76 23.75
No periodic harvest (scenario #4) 80.68 49.99 34.33 25.25

Present-value equivalent carbon 
emissions (tons per acre) 

Deforestation 54.28 51.83 50.99 50.55

carrying, W. Second, the present-value equivalent tons per acre of sequestration 
are affected by changing discount rates (Table IV).29

In Table V, we examine the impact of changing discount rates on three output 
variables: marginal sequestration costs, induced forestation, and induced carbon 
sequestration. The sensitivity analysis is carried out for two pine-plantation scenar-
ios—periodically harvested (#3) and no periodic harvests (#4). First, we find that 
as the discount rate increases (from 2.5% to 10%), marginal sequestration costs 
increase monotonically, as expected. The simplest explanation of this effect is that 
the present-value equivalent sequestration decreases with increased interest rates. 
The magnitude of the impact is similar to that reported by [23], who found that 
raising the discount rate in their analysis from 3 to 7% nearly doubled marginal 
costs.

Next, we find that as the discount rate increases, the forestation caused by a 
given ($50/acre) subsidy/tax increases. This is also as anticipated, since the 
up-front subsidy/tax becomes more important, relative to discounted future flows 
of net revenue, with the increased discount rate. Finally, and most interesting, as 
the discount rate increases, the impact on induced carbon sequestration is not 
monotonic: at first increasing interest rates increase induced sequestration, but 
then they have the opposite effect, decreasing carbon sequestration. The explana-
tion is that there are two factors at work here: land-use changes and the present- 
value equivalent of carbon sequestration per acre. At first, the land-use effect is 
dominant, and so with higher interest rates, we find more induced forestation and 
so more sequestration, but then the effect of smaller present values of carbon 
sequestration per acre becomes dominant, and so carbon sequestration begins to 
decrease with higher discount rates. The effect is particularly dramatic in scenario

29 The rotation period may also be responsive to changes in the discount rate. The extent of the 
response will depend on the range of discount rates analyzed and the sensitivity of stumpage values to 
changes in rotation period. While the effect can, in principle, be substantial, it is not for the species and 
range of discount rates we analyze, and the ultimate effect on annualized carbon yields and sequestra-
tion costs is very small.
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TABLE V
Discount Rate Sensitivity of the Cost and Quantity 

of Carbon Sequestration, Pine Plantation

Carbon sequestration and forestation 
costs and quantities 2.5%

Alternative discount rates 

5.0% 7.5% 10.0%

Marginal cost of sequestration ($/ton) 
(Sequestration = 5 million tons/year) 

Periodic harvest (scenario #3) 33 39 58 92
No periodic harvest (scenario #4) 18 27 46 81

Forestation relative to baseline (1,000 acres) 
(Subsidy/tax = $50/acre)

Periodic harvest (scenario #3) 1,467 2,787 4,368 6,131
No periodic harvest (scenario #4) 1,453 2,763 4,336 6.092

Carbon sequestration relative to baseline 
(1,000 tons/year) (subsidy/tax = $50/acre) 

Periodic harvest (scenario #3) 3,271 4,219 4,302 3,928
No periodic harvest (scenario #4) 4,460 5,099 4,832 4,242

#4, where there is no periodic harvesting, since the fall in present-value carbon 
equivalents is greatest in that case.

3.3. The Economic Environment

It is of particular interest to ask what would happen to the estimated quantities 
of carbon sequestration and marginal costs if there were significant changes in the 
economic environment. The baseline simulation with recent price data reflects the 
reality currently being experienced in the study area—minimal, although not 
trivial, deforestation. In contrast to this, other parts of the United States—such as 
New England and the Middle Atlantic states—began to experience positive net 
rates of forestation as early as the middle of the 19th century. Such background 
patterns of land-use changes are potentially important. By modifying the assumed 
level of agricultural product prices in the analysis, we can produce baseline 
simulations with significant amounts of forestation or deforestation occurring (in 
the absence of policy intervention), and then investigate the consequences of policy 
interventions in these new dynamic contexts. We focus here on sensitivity analysis 
for the periodically harvested pine plantation scenario.

Thus, we change agricultural product prices (in both the baseline and policy 
simulations) and observe what happens to net forestation and sequestration. As 
can be seen in Table VI, increasing agricultural prices produces baseline simula-
tions with significant deforestation. What are the impacts of such price changes on 
carbon sequestration relative to baseline at a given level of policy intervention, such 
as a land-use subsidy/tax of $50 per acre? Not surprisingly, we find that induced 
sequestration decreases monotonically as the background agricultural product 
price level increases. The change, however, is by no means linear. The context of 
low agricultural prices (30% below the base case) increases induced sequestration 
by 80%, whereas the high price context (30% above the base case) decreases 
induced sequestration by only 25%.
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TABLE VI
Sensitivity of Results to Agricultural Prices, 

Periodically Harvested Pine Plantation

Departures from base case agricultural product prices

Carbon sequestration and forestation Base
costs and quantities -3 0 % -2 0 % -1 0 % case + 10% + 20% + 30%

Baseline forestation/deforestation (1,000 acres) 5,968 3,317 1,430 52 -977 -1,758 -2,362
Marginal cost of carbon sequestration ($/ton)

(Sequestration = 5 million tons/yr) 21.93 26.88 32.44 37.91 38.87 39.60 40.94
Carbon sequestration relative to baseline

(1,000 tons/year) (subsidy/tax = $50/acre) 7,656 6,212 5,094 4,219 3,914 3,669 3,183

Note: Discount rate is 5%.

The same non-linear impact is seen when we observe the effect of agricultural 
price changes on the marginal costs of sequestration, again in Table VI. Marginal 
sequestration costs increase monotonically as we increase the background context 
of agricultural prices. This is as expected, since the opportunity cost of the land 
increases. Once again, the change is far from linear; decreases in agricultural 
prices have a much greater impact than do increases. This happens because higher 
agricultural product prices result in a substantial amount of deforestation in the 
baseline. As a result, the effect of a given tax/subsidy—in the context of high 
agricultural prices—is not only to increase forestation, but also to retard deforesta-
tion. And the carbon consequences of a unit of retarded deforestation (51.83 tons 
per acre from Table II) are significantly greater than those associated with a unit 
of forestation (41.05 tons per acre from Table II), in terms of present-value 
equivalents. The increased “carbon efficiency” of the policy intervention in the 
context of a high level of background deforestation thus reduces the marginal costs 
of sequestration below what they otherwise would be in the context of high 
agricultural prices.

4. CONCLUSIONS

When and if the United States chooses to ratify the Kyoto Protocol or subse-
quent international agreements, it will be necessary to decide whether carbon 
sequestration policies should be part of the domestic portfolio of U.S. compliance 
activities. For this reason, we have examined the sensitivity of sequestration costs 
to changes in key factors, including the nature of the management and deforesta-
tion regimes, silvicultural species, relative prices, and discount rates.

What conclusions can be drawn from these quantitative results? First, there is 
the somewhat surprising finding that marginal sequestration costs can be greater 
for cases with periodic harvesting of timber. Despite the fact that opportunity costs 
for landowners are less, the more favorable sequestration pattern provided by 
permanent stands can counteract and overwhelm this effect.30

30 A consistent set of assumptions is employed in the baseline and policy simulations underlying each 
scenario. This means that comparisons across scenarios typically involve different amounts of deforesta-
tion (or forestation) in respective baselines.
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Second, changing the discount rate has two types of effects: many of the 
economic variables take on new values, and the present-value equivalent tons per 
acre of sequestration are affected. As the discount rate increases, the marginal 
costs of sequestration increase monotonically, because the present-value equivalent 
sequestration decreases. But as the discount rate increases, the impact on the 
quantity of induced carbon sequestration is not monotonic, because two factors 
work in opposite directions: forestation increases, but the present-value equivalent 
of carbon sequestration per acre decreases.

Third, background patterns of land-use changes are potentially important, a 
reality that we investigated by varying the baseline level of agricultural product 
prices. We found that induced sequestration decreases monotonically and non-lin- 
early as the background agricultural product price level increases. Likewise, 
marginal sequestration costs increase monotonically and non-linearly as agricul-
tural prices increase because the opportunity cost of the land increases.

Fourth and finally, there is the striking asymmetry between the marginal costs of 
carbon sequestration through forestation and those through retarded deforesta-
tion. This provides another argument for focusing carbon-sequestration efforts in 
areas of relatively high rates of deforestation, such as in tropical forests. In 
addition to the fact that these areas are more efficient engines of carbon storage 
than temperate forests and in addition to the lower opportunity costs of land that 
we would ordinarily anticipate to be associated with such areas, there is the 
additional reality that in an intertemporal economic context, retarded deforesta-
tion provides carbon conservation at much lower marginal costs than does foresta-
tion of the same area.31 Of course this would have to be considered alongside other 
conditions present in any particular context, such as institutional concerns pertain-
ing to administrative feasibility and the strength of property rights.

For many countries, carbon sequestration through forestation or retarded defor-
estation may be a cost-effective approach to contributing to reduced global 
atmospheric concentrations of C02. This seems most likely to be true for develop-
ing nations, although even for highly industrialized countries such as the United 
States, carbon sequestration through land-use changes could arguably be part of a 
cost-effective portfolio of short-term strategies [33]. Whether and to what degree 
“forestry instruments” belong in individual nations’ global climate policy portfolios 
will depend upon geographic, institutional, and economic characteristics of coun-
tries and key local characteristics of forestry and land-use practices [22]. The 
investigation reported in this paper represents one step along the way to such 
comprehensive analysis.

APPENDIX: THE DYNAMIC OPTIMIZATION PROBLEM

A risk-neutral landowner will seek to maximize the present discounted value of 
the stream of expected future returns,

-SC

max j [(AitqiJt -  Mu)(gijt -  vijt) -

+fi,Sijt + w,<8ij, -  Ditvij,}e -,-t dt
31 Additionally, many would argue that the non-climate change benefits of retarding tropical 

deforestation typically exceed those of increased forestation in temperate zones, because of the 
preservation of biological diversity in these exceptionally rich ecologies.
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where I indexes counties, j  indexes individual land parcels, and t indexes time; 
upper case letters are stocks or present values and lower case letters are flows.32 
The variables are:

A it discounted present value of the future stream of typical expected agricultural 
revenues per acre in county /  and time /; 

qijt parcel-specific index of feasibility of agricultural production, including ef-
fects of soil quality and soil moisture;

gijt acres of land converted from forested to agricultural use (deforestation); 
vijt acres of cropland returned to a forested condition (forestation);
Mit expected cost of agricultural production per acre, expressed as the dis-

counted present value of an infinite future stream;
Cit average cost of conversion per acre;
Pit the Palmer hydrological drought index and a  is a parameter to be estimated, 

to allow precipitation and soil moisture to influence conversion costs; 
f it expected annual net income from forestry per acre (annuity of stumpage 

value);
Sijt stock (acres) of forest;
r, real interest rate;
Wit windfall of net revenue per acre from clear cut of forest, prior to conversion 

to agriculture;
Dit expected present discounted value of loss of income (when converting to 

forest) due to gradual regrowth of forest (first harvest of forest does not 
occur until the year t + R, where R is the exogenously determined rotation 
length);

gijt maximum feasible rate of deforestation, defined such that

Jf [s,„] %
for arbitrarily small interval, A, over which gijT is constant; and 

uijt maximum feasible rate of forestation, defined such that

f ' +A [M d r = T.f -  s>,<

for arbitrarily small interval, A, over which vijT is constant.

The application of control theoretic methods yields a pair of necessary condi-
tions for changes in land use [34]. Forestation (conversion of agricultural cropland 
to forest) occurs if a parcel is cropland and if

(Fn -  A , -  A u ■ qijt +M„)>  0, (A l)

32 This specification implies that all prices and costs are exogenously determined in broader national 
or international markets, a reasonable assumption in the present application.
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where F  is forest net revenue, equal to f lt/ r r  On the other hand, deforestation 
occurs if a parcel is forested and if

( A , ,  • q ijt -  M u -  C°t p" - ( F l t -  W u ) )  > 0. (A2)

These inequalities imply that all land in a county will be in the same use in the 
steady state. In reality, counties are observed to be a mix of forest and farmland, 
due largely to the heterogeneity of land. If conversion costs are allowed to be 
heterogeneous across land parcels (within counties) and flood-control projects 
affect conversion costs as well as agricultural feasibility (yields), then the conver-
sion cost term in the first equation in the Appendix (i.e., the objective function) is 
multiplied by q ijr  As shown in [34], such unobserved heterogeneity can be parame-
terized within an econometrically estimatable model so that the in d iv id u a l neces-
sary conditions for land-use changes aggregate into a single-equation model, in 
which the parameters of the basic benefit-cost relationships and of the underlying, 
unobserved heterogeneity can be estimated simultaneously. The complete model 
yields the following set of econometrically estimatable equations:

where all Greek letters are parameters that can be estimated econometrically;33

F O R C H
F O R C H a

F O R C H c 
D a and D c

<t>

change in forest land as a share of total county area;
forestation (abandonment of cropland) as a share of total county
area;
deforestation (conversion of forest) as a share of total county area; 
dummy variables for forestation and deforestation, respectively; 
an independent (but not necessarily homoscedastic) error term;

33 The econometrically estimatable coefficients have the following interpretations: A; is a county-level 
fixed-effect parameter; ya and yc are partial adjustment coefficients for forestation and deforestation; 
H is the mean of the unobserved land-quality distribution; a is the standard deviation of that 
distribution; a is the effect of weather on conversion costs; j8j is the effect of government flood-control 
programs on agricultural feasibility; /32 is the effect of these programs on the heterogeneity mean; and 
/33 is the effect of programs on the standard deviation.

FORCHit = FORCH* • D-t -  FORCH-t • Dclt + A, + </>,,

„nRrH. w m o —m i + &g,,) + n , ,  m
F O R C H it ya d it | |  <t { \  + ^ E , , ) jj ( T

J . ,, l0g( <7,7) “  M 1 + P i E U) . f 5 ]
F O R C H j, — yc ■ d jt • 1 F  + 1

[  L (T{ l +  P3t il) JJ H J m - i
f

= l  +  e -(Hi+P<E„)

t , ,  ~  U h +  M lt
q ! , =  ----------^ ------------

^ i i

F - W  + M  1x  1 u  r r i t  r  1 l tt

— A — C aP« ’it  * - ' i l

(A3)

(A4)
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FIG. 3. The distribution of land quality and economic thresholds of forestation and deforestation.

d probability that agricultural production is feasible;
qy threshold value of (unobserved) land quality (suitability for agricul-

ture) below which the incentive for forestation manifests itself; 
qx threshold value of land quality above which the incentive for defor-

estation manifests itself; E  is an index of the share of a county that 
has been artificially protected from flooding by Federal programs (by 
time t);

E  index of share of county artificially protected from periodic flooding;
S stock (acres) of forest;
F cumulative, standard normal distribution function;
T total county area; and
N  share of a county that is naturally protected from periodic flooding.

A simplified, pictorial representation of the model is provided in Fig. 3. The 
skewed distribution in the figure represents the parameterized lognormal distribu-
tion of unobserved land quality; and q(t and q* are the forestation and deforesta-
tion thresholds, respectively. Note that each is a (different) function of the benefits 
and costs of forest production relative to agricultural production. The asymmetries 
between Eqs. (3) and (4) cause the separation between the two thresholds (where 
economic signals suggest to leave land in its existing state, whether that be forest 
or farm). Thus, if expected forest revenues increase, both thresholds shift to the 
right and we would anticipate that some quantity of farmland would be converted 
to forest uses. Likewise, an increase in expected agricultural prices means a shift of 
the two thresholds to the left, and consequent deforestation.
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[23]
An  Eco n om e t r ic  Analysis  o f  the  Cos ts  o f  

Sequ estering  Car bon  in  For est s

A n d r e w  J. P l a n t i n g a , T h o m a s  M a u l d i n , a n d  D o u g l a s  J. M i l l e r

The Kyoto Protocol and the U.S. Climate Change Plan recognize afforestation as a potential 
means of reducing atmospheric C02 concentrations. To examine the cost-effectiveness of affor
estation, we use econometric land use models to estimate the marginal costs of carbon seques
tration in Maine, South Carolina, and Wisconsin. Our findings include the following: (a) earlier 
studies of afforestation programs tend to underestimate carbon sequestration costs, (b ) affores
tation still appears to be a relatively low-cost approach to reducing C02 concentrations, (c) 
Wisconsin offers the lowest-cost opportunties for carbon sequestration, and (d ) projected pop
ulation changes have the largest effect on costs in South Carolina.

K ey w ords: afforestation, carbon, climate change, econometric models, land-use change.

The Kyoto Protocol, adopted by a majority of 
the world’s nations at the Third Conference 
of the Parties of the Framework Convention 
on Climate Change in Kyoto, Japan, in De-
cember 1997, sets specific targets for the re-
duction of greenhouse gases. Currently, the 
United States is proposing to reduce green-
house gas emissions to 1990 levels between 
2008 and 2012 and achieve further reductions 
below 1990 levels during the following five- 
year period. Many approaches can be used to 
achieve these targets, including improving en-
ergy efficiency and switching to fuels with 
lower carbon content (U.S. Office of Tech-
nology Assessment). Another possibility, 
which is given explicit recognition in the Kyo-
to Protocol and the U.S. Climate Change Ac-
tion Plan (Clinton and Gore), is to offset emis-
sions of C02 by planting trees.

Trees and other vegetation sequester carbon 
in the biomass and soils of forests through the 
photosynthetic conversion of C 02 to carbon 
(Birdsey). Since forest land stores more car-
bon than land in other uses such as agriculture, 
afforestation—the conversion of nonforest 
land to forest—achieves a net reduction in
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atmospheric C 02 concentrations. Previous 
studies have shown that afforestation can off-
set a substantial portion of the C 02 emitted 
annually in the United States (Marland, Lash- 
of and Tirpak). However, while afforestation 
may be a feasible approach, the decision to 
pursue an afforestation strategy should be 
based at least partly on the costs of affores-
tation relative to the costs of other approaches. 
The purpose of this article is to use econo-
metric models of land use shares to estimate 
the marginal costs of afforestation programs 
in three U.S. states.

Most earlier studies of the costs of seques-
tering carbon in forests begin by identifying 
agricultural lands capable of supporting trees 
and agricultural returns from these lands, typ-
ically measured by prevailing agricultural 
rents in a region (e.g., Moulton and Richards, 
Parks and Hardie). Agricultural rents are as-
sumed to represent the opportunity costs of 
enrolling land in an afforestation program, 
and all qualifying lands are assumed to be 
enrolled. The costs of carbon sequestration are 
calculated by converting the area of enrolled 
land to carbon storage units. The fundamental 
assumption underlying this approach (as well 
as the methods used in related studies by Ad-
ams et al. and Alig et al.) is that landowners 
will enroll land in a carbon sequestration pro-
gram if compensated for the specified agri-
cultural returns.

A shortcoming of these analyses is that they 
do not account for a number of factors that
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can potentially influence land enrollment de-
cisions. For instance, afforestation may be ir-
reversible to some degree due to high costs 
of converting forest land back to agricultural 
use. This may give rise to an option value 
associated with keeping land in agriculture 
(Dixit and Pindyck), increasing the payments 
required by landowners to enroll land. In ad-
dition, agricultural landowners may have little 
familiarity with forestry and therefore may 
face the costs of acquiring the skills and 
knowledge needed to manage forest land. Fi-
nally, enrollment decisions may be influenced 
by private, nonmarket benefits derived by the 
landowner, such as recreation. Stavins and 
Jaffe find evidence that landowners do not 
make immediate and complete adjustments in 
land use allocations in response to changing 
economic conditions.

Plantinga (1997) and Stavins take an alter-
native approach to measuring carbon seques-
tration costs. In these studies, the opportunity 
costs of enrollment are derived from econo-
metric-based estimates of the shares of land 
devoted to forestry and agriculture. Thus, the 
costs of simulated afforestation programs are 
based on observations of actual decisions by 
landowners facing returns to alternative uses. 
In principle, econometric models can account 
for the additional factors influencing land en-
rollment decisions discussed above and, thus, 
econometric-based estimates may more ac-
curately measure the costs of carbon seques-
tration. The cost estimates in Plantinga (1997) 
and Stavins suggest that earlier analyses have 
understated the costs of afforestation pro-
grams.

In this study, we use econometric land use 
models to simulate carbon sequestration pro-
grams in Maine, South Carolina, and Wis-
consin. Our analysis extends the work of Plan-
tinga (1997) and Stavins in a number of im-
portant ways. First, we apply an identical 
methodology in the three states, enabling us 
to make regional cost comparisons.1 The state- 
level perspective is appropriate given that 
states are currently developing C 02 mitigation 
strategies (referred to as Climate Change Ac-
tion Plans) under directives from the U.S. En-
vironmental Protection Agency. Second, we 
model the effects of projected population in-
creases. Carbon sequestration programs will 
require a long-term commitment of land to

1 Plantinga (1997) examines a fourteen-county region of Wisconsin 
and Stavins considers thirty-six counties along the Mississippi River
in Arkansas, Louisiana, and Mississippi.
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forest; yet, over time, increases in population 
are likely to divert land from agriculture, in-
creasing the opportunity costs of land enroll-
ment and, thus, the costs of carbon seques-
tration. Finally, we examine alternative pro-
gram designs, including programs that mini-
mize the costs of land enrollment and permit 
timber harvesting.

This article is organized as follows. First, 
we discuss the carbon flows associated with 
forest stands and the methods we use to quan-
tify carbon flows. The next section presents 
the methodology used to model land use 
shares, followed by a presentation of the re-
sults for three states. This is followed by a 
section describing the approach used to sim-
ulate carbon sequestration programs and a dis-
cussion of the simulation results. A final sec-
tion presents conclusions.

Carbon Sequestration in Forests

Carbon is stored in forests when trees and 
other plants convert C 02 to carbon through 
photosynthesis. Carbon in forests can be di-
vided into four components: carbon in trees, 
soils, floor litter, and understory vegetation 
(Birdsey). Carbon is stored in the biomass of 
trees and understory plants and builds up in 
soils and floor litter through leaf and root ab-
scission. Following stand establishment, the 
total volume of carbon in the forest increases 
until trees reach maturity. After this time, for-
est carbon will be roughly in equilibrium as 
old trees die, creating gaps in the canopy and 
opportunities for younger trees to grow (Plan-
tinga and Birdsey 1994).

Timber harvesting disrupts the positive 
flows of C 02 to the forest. Within roughly a 
decade following the harvest, a substantial 
portion of the forest carbon is converted back 
to C 02 (Heath et al.). This includes most of 
the carbon in the litter and understory vege-
tation and some of the carbon in trees (e.g., 
nonmerchantable parts of the trees such as 
branches).2 The merchantable portion of trees 
is processed into primary wood products such 
as lumber and paper, which typically releases 
additional C 02 (e.g., wood waste is burned 
for energy). Additional carbon is converted to 
C 02 when primary products are processed

2 For example, these components account for approximately 29% 
of the carbon in a thirty-year-old southern pine stand in the south-
eastern United States and 30% of the carbon in a sixty-five-year-old 
maple-beech stand in the Lake States region.
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into end-use products and end-use products 
are disposed. However, carbon may remain 
fixed in end-use products (e.g., lumber used 
in home construction) and landfills for dec-
ades and even centuries following a harvest.3

In our simulations of carbon sequestration 
programs, we examine scenarios with and 
without timber harvesting. In both cases, we 
follow Stavins and Nordhaus and express car-
bon flows over the course of the program in 
present value terms. An alternative approach 
commonly used in carbon sequestration stud-
ies (e.g., Moulton and Richards, Parks and 
Hardie) is to express carbon storage as the 
mean annual flow over the course of a timber 
rotation. This approach ignores the time pro-
file of sequestration and may be sensitive to 
the length of the time horizon (Stavins). An-
other advantage of the discounting approach 
is that it yields a carbon measure comparable 
to our present value cost measure, allowing 
us to normalize costs on units of carbon se-
questered. Cost per unit carbon estimates may 
then be compared to the costs of reducing 
emissions using alternative strategies such as 
fuel switching. Richards analyzes a range of 
methods for measuring carbon flows. He dem-
onstrates that discounting carbon flows is ap-
propriate if real marginal benefits from carbon 
sequestration (i.e., marginal damages avoided 
from reducing C 02 concentrations) are con-
stant over time.

To illustrate our approach, the present value 
of carbon flows in a southern pine stand in 
the southeastern United States is 30.3 (short) 
tons per acre, assuming a sixty-year time ho-
rizon, no harvesting, and a 5% discount rate.4 
If the forest is harvested and replanted in year 
30, the present value of flows is 23.7 tons per 
acre.5 In our simulations, we evaluate sixty- 
year programs since extending the time ho-
rizon has little impact on the present value of 
carbon flows. Allowing for an additional cycle 
of harvesting and growth out to year 90 re-
duces the present value of flows by only 0.6 
tons per acre. Additional cycles have a small 
effect on the present value measure because

3 As reported in Plantinga and Birdsey (1993), approximately 57% 
of the carbon in the merchantable portion of softwood sawtimber 
trees in the southern United States survives the initial processing 
stage. Fifty years following the harvest, 39% of the carbon remains 
in products and landfills. Percentages are similar for other regions.

4 This value is for a forest stand established through artificial re-
generation (i.e., planting) on cropland with site index exceeding 79  

feet. Our data on carbon flows in forest stands are from Birdsey.
3 We use the disposition percentages in table 3 of Plantinga and 

Birdsey (1993) to calculate the postharvest flows of carbon in solid 
wood products and landfills.
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discounting reduces the value of distant future 
flows and C02 released by a harvest is offset 
by subsequent forest growth.

Econometric Models of Land Use

Land use share models have been widely an-
alyzed in the past decade (Lichtenberg, Stav-
ins and Jaffe, Parks and Kramer, Wu and Se- 
gerson, Plantinga 1996, Hardie and Parks, 
Miller and Plantinga). For this application, we 
follow the standard approach of estimating lo-
gistic share equations. The first step in this 
procedure is to derive optimal land allocation 
rules from the solution to an individual land 
manager’s profit-maximization problem. Stat-
ic formulations are found in Lichtenberg, Wu 
and Segerson, and Hardie and Parks, and dy-
namic models are presented in Stavins and 
Jaffe, Orazem and Miranowski, Parks, and 
Plantinga (1996). We are concerned with the 
landowner’s decision to allocate land to forest 
and agriculture. Since forest and agricultural 
land yield returns with different periodicity, 
we consider an optimal dynamic allocation 
rule. As in Plantinga (1996) and Stavins and 
Jaffe, landowners allocate land to the use pro-
viding the greatest present discounted value 
of profits.

Following Miller and Plantinga, we aggre-
gate the optimal allocations by individual 
landowners to derive the observed share of 
land in county i in use k in time t, denoted 
yk{t, i). The observed shares are an additive 
function of the expected share (pk(t, i)) and 
a composite error term related to sampling 
errors and exogenous shocks affecting land 
use allocations (ek(t, /)). The expected land 
use shares are a function of county-level eco-
nomic-decision and land-quality variables 
(X(t, *))• We specify

e PkX(/,i)

(1) pk(tf i) = -j---------

for k = 1, . . . ,  K  where 0k is a vector of 
unobserved parameters. The logistic specifi-
cation restricts the expected shares to the unit 
interval and ensures that they sum to one. As 
well, the logarithm of the observed shares nor-
malized on y x(t, i) yields

(2) In(yk(t, i)!yx(t, i)) = fcXfe /) -  ftX(r, i) 

for k = 2, . . . ,  K. The model is identified if
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we normalize the parameters by setting = 
0 and can be consistently estimated by least 
squares provided the number of observations 
exceeds the number of unknown parameters 
in pk.

Estimation Results for Three U.S. States

We estimate land use share models for Maine, 
South Carolina, and Wisconsin. These states 
represent a broad range of current land use 
patterns, physiographic conditions, and ap-
parent opportunities for afforestation. Maine 
is heavily forested and, thus, has little agri-
cultural land available for conversion. In con-
trast, South Carolina and Wisconsin have 
large amounts of agricultural land. South Car-
olina has a longer growing season than Maine 
and Wisconsin and suitable conditions for 
growing valuable southern pine species. For 
these reasons, the U.S. South has been re-
garded as providing the best opportunities for 
carbon sequestration through afforestation 
(Marland, Sedjo and Solomon). On average, 
Maine has poorer land quality than South Car-
olina and Wisconsin. These states have similar 
average land characteristics, though there is 
greater variation in land quality in Wisconsin 
than in South Carolina.

We model private forest and agricultural 
land (cropland and pasture) in Maine, South 
Carolina, and the southern two-thirds of Wis-
consin. We focus on southern Wisconsin 
since much of the land in northern Wisconsin 
is publicly owned and little is in agricultural 
use. Private forest and agricultural land ac-
count for between 80% and 93% of the total 
land area in the three study areas. We assem-
ble county data on land areas at different 
points in time and, normalizing on total land 
area, form land use shares yk(i, f), where k 
indexes forest (k = 1) and agricultural (k = 
2) uses and i and t index counties and time, 
respectively.6 Total land area equals the area 
of all land in the county except publicly 
owned forest (e.g., National Forest land) and 
major parklands. We assume that the area of 
land in these uses is determined by factors 
exogenous to our model. The use of cross- 
sectional data is required because we have

6 We collect data for all sixteen counties in Maine for the years
1971, 1982, and 1995, all forty-six South Carolina counties (1986 
and 1993), and forty-nine counties in the southern two-thirds of 
Wisconsin (1983 and 1996). Observations of forest area are from 
periodic U.S. Forest Service Forest Inventory and Analysis surveys,
and agricultural data are from the Census of Agriculture.
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limited time-series information on forest 
area. In our models, we primarily measure 
spatial variation in land use arising from spa-
tial differences in land rents. As discussed 
below, rents vary across space due to dif-
ferences in forest species composition and 
cropping patterns. A third category (urban/ 
other land) is defined as all land not classified 
as private forest, agricultural land, and pub-
licly owned forest and parks (i.e., y3(i, t) = 
1 “ yi(i> 0 “ yi( i> 0)- This category includes 
developed land in urban, suburban, and rural 
areas, and other unclassified land.

We measure rents from forestry (Rx(i, t)) as 
the present discounted value of a stream of 
real timber revenues per acre. Revenue 
streams are calculated separately for major 
forest species in each state using species-spe-
cific stumpage prices, timber yield curves, and 
rotation lengths.7 County-level forest rent 
measures are constructed as the weighted av-
erage of species-specific rents where weights 
are based on species composition within coun-
ties. According to U.S. Forest Service inven-
tories, intensively managed forests are a neg-
ligible portion of private forests in the states 
examined and, thus, we ignore timber man-
agement costs.

Agricultural rents (R2(i, t)) equal the pre-
sent discounted value of the stream of real 
annual per acre net revenues from crop and 
pasture land. Net revenues for each county 
are a weighted average of revenues (price 
times yield) less variable production costs for 
major crop and pasture uses where weights 
correspond to county-level agricultural land 
shares.8 We assume that fixed costs for ag-
ricultural production (e.g., machinery) are 
constant across crops and fixed costs for 
holding land (e.g., property taxes) are con-
stant across land use alternatives. We assume 
that the effects of fixed costs on land use 
decisions are measured, along with other 
constant factors, in the intercept terms in-
cluded in each model.

Ideally, we would formally model factors 
such as option values and private, nonmarket 
benefits referred to in the first section. How-

7 Stumpage prices are from Maine Forest Service, Wisconsin De-
partment of Natural Resources, and Timber-Mart South. Timber 
yields are from Birdsey and rotation lengths correspond to the op-
timal rotation length for a 5% discount rate. A 5% rate is also used 
to calculate the present value of the timber and agricultural revenue 
streams.

8 Crop prices and yields are from each state’s Agricultural Statistics 
Service. Cost data are from farm budgets prepared by state Agri-
cultural Extension Services.
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ever, the necessary data are unavailable.9 In-
stead, we note that the model coefficients on 
the rent variables implicitly account for these 
effects. If, for instance, there are significant 
option values associated with conversion to 
forest or high costs for farmers to acquire for-
est management skills, landowners should be 
unresponsive to relative increases in forest 
rents. Alternatively, landowners may be more 
responsive to forest rent increases if they de-
rive substantial nonmarket benefits from for-
ests. The coefficients on the rent variables are 
assumed to approximate the sum of these ef-
fects.

In many empirical land use analyses (e.g., 
Wu and Segerson, Hardie and Parks), popu-
lation measures are used to account for the 
allocation of land to nonrural uses such as 
development. As in the cited studies, we use 
population density (PD(i, t)) to explain the 
share of land devoted to urban/other uses. The 
aggregate land use shares also are a function 
of composite land quality measures. For in-
stance, if a county has a large amount of high- 
quality land best suited for crop production, 
then the agricultural share in the county will 
be higher, all else equal. We include measures 
of the average Land Capability Class (LCC) 
rating (g,(i)) and the percentage of total land 
in LCC I and II (G2(0)-10 The second variable 
controls for the presence of high-quality ag-
ricultural land and accounts, to some degree, 
for within-county variation in land quality. 
The land quality variables are assumed to be 
constant over time. In the three models, we 
include a constant term (C) and intercept 
shifters (D(t)) for each time period except the 
last. In the Maine model, we include a variable 
(7T(0) measuring the travel time (the fastest 
route over major roads) from the center of 
counties to Portsmouth, New Hampshire. Al-
most all agricultural and wood products pro-
duced in Maine are transported south through 
Portsmouth and to markets beyond, and we 
use 7T(0 as a measure of transportation costs.

For each state, we estimate models with 
ln(y2/^i) and ln(y3/yj) specified as linear func-
tions of the independent variables described 
above. Given that the logistic transformation

9 Moreover, techniques for incorporating the implications of option 
value theory into econometric models are in their infancy. See Dixit 
and Pindyck for a review of studies and Schatzki for an application 
in the context of land use.

10 The LCC rating system is described in U.S. Department of Ag-
riculture. Land quality measures based on LCC data are used in land 
use studies by Wu and Segerson, Plantinga (1996), Hardie and Parks, 
and Miller and Plantinga.
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(1) is used largely due to convenience, we 
conduct Ramsey’s RESET test (see pp. 195- 
96 in Davidson and MacKinnon) to evaluate 
the log-linear specification (2). In all cases, 
we fail to reject the null hypothesis of linearity 
at the 5% level. Further, the model (2) is 
known to have a heteroskedastic error struc-
ture due to the logarithmic transformation. Al-
though other authors use weighted least 
squares to adjust for the induced heteroske- 
dasticity, we note that the aggregate land use 
data do not directly conform to the grouped 
data sampling process (e.g., see the discussion 
in Maddala, p. 29). For this reason, we use 
White’s test to evaluate the null hypothesis of 
homoskedasticity under a general alternative 
hypothesis (see p. 561, Davidson and 
MacKinnon). In all models, we fail to reject 
the null hypothesis of homoskedasticity at the 
5% level.

Under this specification, the two log-share 
equations include the same set of regressors 
for each state and time period. Thus, the least 
squares estimator applied separately to each 
equation is identical to the seemingly unre-
lated regression (SUR) estimator, and we do 
not have to make an explicit adjustment for 
cross-equation correlation. Due to the spatial 
separation between states and temporal sep-
aration between time periods, we do not adjust 
for cross-regional or temporal correlation 
among the equations. Finally, we test the null 
hypothesis of no differences in the model pa-
rameters over time, and the tests fail to reject 
the null in all cases. Consequently, many of 
the econometric features commonly found in 
land use models do not have a significant in-
fluence on our models, and the unknown pa-
rameters of equation (2) may be estimated 
with a relatively straightforward and uncom-
plicated procedure.

To a large degree, the empirical results con-
form with prior expectations (table 1). The 
estimated coefficients can be interpreted as the 
percentage change in the share ratio y j y x for 
a one-unit change in the independent variable. 
In the ln(y2/yi) equations, the coefficients on 
forest and agricultural rents are negative and 
positive, respectively, and all except one are 
significantly different from zero at the 5% lev-
el. All else equal, an increase in the forest rent 
decreases the share of agricultural land rela-
tive to the forest share. An increase in the 
agricultural rent has the opposite effect. In the 
ln(y3/y,) equations, the forest rent coefficients 
are negative, as expected, but none are sig-
nificantly different from zero. This is a plau-
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Table 1. Estimation Results for Land Use Share Models

Maine South Carolina Wisconsin
Parameter lnCv2/:y,) InOj/yj) lnCy2/y,) InOj/y,) InO'j/v'i) ln(y3/y,)

Rents
-0.04 -0.03 -0.01 -0.0002 -0.02 -0.01

(-1.65) (-1.43) (-6.68) (-0.27) (-3.49) (-1.21)
*2 0.0003 -0.0003 0.001 0.0003 0.001 0.0002

(2.68) (-2.57) (4.14) (1.35) (5.27) (0.82)
Other

P D 0.002 0.002 -0.27 2.66 0.06 1.90
(0.96) (1.78) (-0.70) (6.95) (0.18) (5.48)

C 1.37 0.42 -0.97 -1.49 0.29 3.96
(0.95) (0.36) (-1.19) (-1.87) (0.27) (3.20)

D ( l l ) -0.09 -0.04
(-0.42) (-0.25)

D{  82) 0.20 -0.09
(1.20) (-0.66)

D (  83) 0.15 -0.03
(1.50) (-0.29)

D(86) 0.21 0.09
(2.07) (0.92)

n -0.20 -0.02
(-1.97) (-0.21)

Land Quality
Q\ -0.74 -0.29 -0.15 -0.01 -0.47 -1.09

(-3.67) (-1.78) (-1.02) (-0.05) (-2.50) (-5.12)
& 2.18 1.73 1.25 -1.08 0.54 -1.53

(0.90) (0.88) (1.72) (-1.52) (0.77) (-1.92)
R2 0.70 0.59 0.53 0.44 0.72 0.72

Note: Subscripts on share and rent variables refer to forest ( k  = 1), agricultural (k  = 2), and urban/other land (k = 3) and r-ratios are in parentheses.

sible result since forest rents are unlikely to 
influence the allocation of land to urban and 
other uses. The effect of agricultural rents on 
the urban/other to forest ratio are ambiguous 
a priori, and most of the estimated coefficients 
are not significantly different from zero.

As expected, the coefficients on population 
density are positive in the lnO^/y^) equations 
and all are significantly different from zero at 
the 5% level. Population density does not have 
a significant effect on the ratio of agricultural 
to forest land. Counties with higher average 
LCC ratings (g,), corresponding to lower av-
erage land quality, tend to have less agricul-
tural land relative to forest land (i.e., lower 
values of y2/y,). Conversely, counties with 
larger shares of high-quality agricultural land 
(Q2) tend to have higher agricultural to forest- 
share ratios, though the coefficients on Q2 are 
not significantly different from zero in the 
Maine and Wisconsin models. The effects of 
g , and Q2 on ln(y3/yj) are ambiguous a priori 
and many of the coefficients are not signifi-
cantly different from zero. Finally, counties

in Maine with higher transportation costs tend 
to have less agricultural land relative to forest.

Simulation of Carbon Sequestration 
Programs

Estimates of the land use shares in equation 
(1) are the basis for our simulations of carbon 
sequestration programs. The basic approach 
is to simulate the effects of forest subsidies 
by increasing the forest rent variables. This 
implies increases in forest area and, in turn, 
increases in carbon sequestration. Each sub-
sidy level is associated with a change in car-
bon stored, measured by the carbon flows fol-
lowing afforestation of agricultural land. We 
assume that in the absence of afforestation, 
net carbon sequestration on agricultural lands 
is zero and, further, that conversion to forest 
entails no loss of carbon from agricultural 
soils.

Our carbon sequestration program is mod-
eled on the Conservation Reserve Program
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Table 2. Summary of Carbon Sequestration Scenarios

Scenario Baseline Harvesting Payments

Scenario 1 Population constant at 1995 levels no uniform
Scenario 2 Population constant at 1995 levels yes uniform
Scenario 3 Projected population no variable
Scenario 4 Projected population yes uniform

(CRP), a U.S. Department of Agriculture pro-
gram that pays landowners to retire marginal 
cropland. Land is enrolled for a period of ten 
years and landowners are required to convert 
their land to forest. All cropland and pasture 
is qualified for enrollment. However, similar 
to die CRP, which limits enrollment to 25% 
of the cropland in a county, we limit enroll-
ment to 25% of a state’s agricultural land. The 
CRP enrollment limits are imposed to limit 
supply-related impacts on agricultural mar-
kets. Since agricultural commodity and timber 
prices are assumed to be exogenous in our 
simulations, we impose similar enrollment 
limits. While there are many possible ways to 
design the program, we have adopted the basic 
structure of the CRP because we feel it pro-
vides a reasonable starting point for the anal-
ysis of carbon sequestration programs.

Our carbon sequestration program begins 
in 2000 and operates for sixty years. Land- 
owners enroll land at the start of each decade 
in exchange for fixed annual payments plus 
the cost of establishing trees on agricultural 
land. Establishment costs are provided for 
land first entering the program, but not for 
reenrolled land (or reforested land in scenario 
2). The ten-year stream of discounted pay-
ments augments the rents received from forest 
land, and landowners increase the share of 
land allocated to forest.11 The payments to the 
landowner represent the opportunity cost of 
enrollment (i.e., returns to agricultural pro-
duction). For a range of payments, we sim-
ulate increases in forest acreage12 and calcu-
late the total carbon sequestration costs as the 
present value of establishment costs and pay-
ments over the sixty-year program horizon.

11 In the econometric model we do not include timber management 
costs in the forest rent measure. Accordingly, tree establishment costs 
are excluded when we simulate landowner responses to enrollment 
payments. However, establishment costs (from Moulton and Ri-
chards) are added to the costs of the carbon sequestration program.

12 Enrolled land is assumed to have the same composition of forest 
species as found in the corresponding county in the last year of the 
econometric analysis. We do not consider the establishment of single-
species forest plantations. Stavins finds similar cost per ton of carbon 
figures for mixed-species forests and plantations. Plantations tend to 
sequester more carbon but are also more expensive to establish.

Following the procedure discussed above, we 
calculate the flows of carbon associated with 
land entering and leaving the program and, 
for each payment level, the total cost per ton 
of carbon sequestered (equal to the ratio of 
present value costs to present value carbon 
flows). A marginal cost schedule is then con-
structed by arraying unit changes in total costs 
with total carbon sequestered.

We consider four scenarios in order to test 
the sensitivity of our results to varying as-
sumptions regarding the structure of carbon 
sequestration programs (table 2). For scenar-
ios 1 and 2, we assume all variables except 
forest rents remain constant at 1995 levels 
during the program. These scenarios allow us 
to gauge the effects of projected population 
changes considered in scenarios 3 and 4. 
Baseline projections of forest, agricultural, 
and urban/other land areas are generated by 
setting payments for afforestation to zero 
throughout the program. In scenarios 1 and 2, 
baseline projections are simply the 1995 acre-
ages (the first column of table 3) since pop-
ulation (and all other variables) are assumed 
to remain constant. For scenarios 3 and 4, we 
generate baseline projections for each county 
in the three states that incorporate Department 
of Commerce population projections.13 State- 
level population and baseline area projections 
are presented in table 3. In all states, increases 
in urban/other land and declines or little 
change in forest and agricultural acreages are 
projected. In our simulations, urban/other land 
is restricted to remain at baseline values to 
ensure that only agricultural land is enrolled 
in the program.

In scenario 1, the same payment is offered 
statewide, as opposed to offering different 
payments in each county (see below). A un-
iform payment minimizes the costs of enroll-
ing a given area of land since it equates mar-
ginal enrollment costs across counties. Sce-
nario 1 assumes no timber harvesting. To

13 We allocate projected state population changes to counties based
on each county’s share of the state population change from 1980 to 
1990.
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Table 3. Baseline Area Projections with Projected Population Changes

mid 1990s 2000 2010 2020 2030 2040 2050

Maine
Population 1,279 1,308 1,377 1,433 1,445 1,460 1,475
Forest land 16,954 16,946 16,928 16,913 16,909 16,905 16,901
Agricultural land 551 552 554 555 556 556 557
Urban/other land 2,349 2,255 2,272 2,285 2,288 2,292 2,295

South Carolina
Population 3,596 3,990 4,287 4,664 5,040 5,391 5,759
Forest land 12,316 12,190 12,021 11,850 11,672 11,503 11,321
Agricultural land 2,814 2,805 2,759 2,713 2,668 2,625 2,581
Urban/other land 4,114 4,276 4,491 4,708 4,931 5,143 5,368

Wisconsin (southern counties) 
Population 3,577 3,869 4,248 4,654 5,068 5,495 5,937
Forest land 5,689 5,658 5,618 5,575 5,533 5,490 5,447
Agricultural land 10,229 10,139 10,020 9,892 9,764 9,635 9,508
Urban/other land 5,055 5,176 5,335 5,506 5,677 5,848 6,018

Note: State populations are measured in thousands and land areas are measured in thousand acres. Population projections are the medium projections 
in U .S . Department o f  Commerce.

identify the effects of timber harvesting on 
the costs of carbon sequestration, scenario 2 
replicates scenario 1 but accounts for timber 
harvesting at optimal rotations lengths for a 
5% discount rate. In scenario 2, revenues from 
timber harvesting reduce the payments re-
quired by landowners to enroll land in the 
program. However, timber harvesting also re-
duces the total carbon sequestered (see dis-
cussion in the second section). Because pop-
ulation is assumed to remain constant in sce-
narios 1 and 2, the payment offered in the first 
decade of the program will enroll the same 
amount of land in subsequent decades.

Scenarios 3 and 4 incorporate projected in-
creases in population. Increases in population 
divert land from agriculture to urban/other 
uses and this increases the payments needed 
to enroll a given amount of agricultural land. 
The objective of the scenario 3 is long-term 
enrollment. Payment levels are set to ensure 
that land enrolled during the first decade of 
the program is enrolled throughout the entire 
program. In this case, payments must vary 
across counties to accommodate different 
changes in population density at the county 
level. For instance, payments required to keep 
land enrolled in a county undergoing rapid 
population growth may need to be higher than 
those in a county with stable population. The 
advantage of long-term enrollment is that land 
does not leave the program, thereby avoiding 
losses of carbon associated with land conver-
sion. The potential disadvantage is that it may 
be expensive relative to programs that reduce

enrollment costs by allowing high-cost land 
to leave the program.

Scenario 4 explores this approach by using 
a uniform statewide payment to minimize en-
rollment costs.14 Thus, in contrast to scenario 
3, enrolled land may leave the program if the 
level of the statewide payment is insufficient. 
In particular, in counties experiencing rapid 
population growth, land may exit the program 
and be converted to urban/other use. We as-
sume the forest land is harvested upon leaving 
the program. In addition, we allow new land 
to be enrolled in less-expensive counties to 
replace the acres exiting the program. While 
this approach has the advantage of minimizing 
enrollment costs, it has the disadvantage that 
carbon storage is reduced when land is re-
moved from the program. Furthermore, ad-
ditional enrollment costs are incurred when 
new land is enrolled.

The results of our simulations are sum-
marized in marginal cost curves for Maine, 
South Carolina, and Wisconsin (figures 1, 2, 
and 3). In Maine and Wisconsin, scenario 1 
has the lowest costs and scenario 2 has the 
highest costs. At the highest carbon seques-
tration levels, corresponding to enrollment of 
25% of each state’s agricultural land, marginal 
costs range from $95 to $120 per ton of carbon

14 Ideally, a program would minimize the costs of carbon seques-
tration, rather than land enrollment. However, given the spatial het-
erogeneity in forest species composition and associated sequestration 
rates, such a program would be extremely complex and, as Stavins 
suggests, prohibitively expensive to administer.
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Figure 1. Marginal costs of carbon sequestration in Maine

in  M ain e  an d  $75 to  $95 p e r  ton  o f  ca rb o n  in  
W isconsin . T h e  h ig h e r  c o s ts  fo r  sc e n a rio  2 
reflec t th e  red u c tio n  in  c a rb o n  se q u e s tra tio n  
th a t re su lts  fro m  h a rv e s tin g . F o r  in s tan c e , in  
M aine , th e  s ta te w id e  a v erag e  p re se n t v a lu e  o f  
carb o n  flow s is 2 5 .4  to n s p e r  ac re  w ith  no

h a rv e s tin g  (sc e n a rio  1) an d  22 .6  to n s p e r  acre  
w ith  h a rv e s tin g  (sc en a rio  2). In  W isco n s in , 
the  a v e ra g e  v a lu e s  a re  24 .3  an d  21 .3  to n s p e r  
a c re , re sp ec tiv e ly . T h e  p re se n t v a lu e  o f  p a y -
m e n ts  is lo w e r  in  sc e n a rio  2 b e ca u se  lan d - 
o w n e rs  re c e iv e  re v en u e s  fro m  tim b e r h ar-

Figure 2. Marginal costs of carbon sequestration in South Carolina
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Figure 3. Marginal costs of carbon sequestration in Wisconsin

v esting . H ow ever, the  re d u c tio n  in  p a y m e n ts  
d oes n o t o ffse t the  lo ss  o f  c a rb o n , lea d in g  to  
h ig h e r c o sts  in  sc e n a rio  2.

In  S o u th  C aro lin a , sc e n a rio s  1 an d  2 h a v e  
sim ila r c o sts  as w ell as th e  lo w e s t co sts  c o m -
p a red  to  th e  o th e r  sc e n ario s . A t th e  h ig h e s t 
se q u e stra tio n  lev e l, co s ts  ra n g e  fro m  $45 to  
$55 p e r  to n  carbon . T h e  a v e ra g e  p re se n t v a lu e  
o f  ca rb o n  flow s is 2 2 .9  to n s  p e r  a c re  in  sc e -
n a rio  1 an d  18.3 tons p e r  ac re  in  sc e n a rio  2. 
In  c o n tra s t to  M ain e  an d  W isco n s in , th e  r e -
d u c tio n  in  p ay m en ts  in  sc e n a rio  2 o ffse ts  c a r-
b o n  lo sse s  fro m  h a rv e s tin g  so  th a t p e r  to n  
c o sts  are  s im ila r to  th o se  in  sc e n a rio  1. T im b e r 
rev en u es  are  h ig h e r in  S o u th  C a ro lin a  th an  in  
M ain e  an d  W isco n s in  d u e  to  th e  p re sen c e  o f  
v a lu a b le  so u th e rn  p in e  sp ec ie s .

P ro je c te d  c h an g es in  u rb a n /o th e r  la n d  in -
c rease  ca rb o n  se q u e s tra tio n  co sts  in  scen ario  
3 re la tiv e  to  scen ario  1. H ow ev er, in  n o n e  o f  
the  sta tes are  th e  e ffe c ts  d ra m a tic . A t th e  h ig h -
est se q u e stra tio n  lev e ls , m a rg in a l c o sts  r ise  by  
a b o u t $ 10  p e r to n  in  M a in e , $ 2 0  p e r  to n  in  
S o u th  C aro lin a , and  $5 p e r  to n  in  W isco n s in . 
In  M ain e , the  p o p u la tio n  is p ro je c te d  to  in- 
crease"by  o n ly  2 0 0 ,0 0 0  p e o p le , w h ic h  h as l i t -
tle  e ffe c t o n  c u rre n t lan d  u se  sh ares . In  S o u th  
C a ro lin a  and  W isco n s in , c o n s id e ra b ly  g re a te r  
in c re ases  in  p o p u la tio n  a re  p ro je c te d  (2 .2  an d  
2 .4  m illio n  p eo p le , re sp e c tiv e ly ) , b u t th is  has 
a fa irly  sm all e ffe c t o n  th e  a re a  o f  a g ric u ltu ra l

lan d , re d u c in g  it  b y  a p p ro x im a te ly  2 3 0 ,0 0 0  
ac re s  in  S o u th  C a ro lin a  and  7 2 0 ,0 0 0  acres in  
W isco n s in . A s th e  a g ric u ltu ra l lan d  b a se  d e -
c lin e s , it  b e c o m e s  in c re a s in g ly  ex p en s iv e  to 
b rin g  a d d itio n a l a g ric u ltu ra l lan d  in to  th e  p ro -
g ram . H o w ev er, in  o u r  s im u la tio n s , p ro jec te d  
d e c lin e s  in  a g r ic u ltu ra l lan d  a rea  are  n o t la rg e  
e n o u g h  to  a ffe c t the  p re se n t v a lu e  o f  c o sts  
g rea tly . S im ila r  re su lts  w e re  o b ta in e d  w ith  the  
h ig h  p o p u la tio n  p ro je c tio n s  by  th e  U .S . D e -
p a r tm e n t o f  C o m m e rc e .

C o sts  in  sc e n a rio  4  are  s lig h tly  h ig h e r  th an  
th o se  in  sc e n a rio  3, ex ce p t in  W isco n s in  
w h e re  th e  co sts  a re  v ir tu a lly  id en tica l. P e r  acre  
p a y m e n ts  a re  lo w e r  in  sc e n a rio  4  b e ca u se  the  
h ig h e s t-c o s t  la n d  lea v es  the  p ro g ram . H o w -
ever, a d d itio n a l e s ta b lish m e n t c o sts  a re  p a id  
fo r  n e w ly  e n ro lle d  lan d  an d  th is re su lts  in 
h ig h e r  to ta l e n ro llm e n t c o sts  fo r  sc e n a rio  4. 
A s w e ll, s c e n a rio  4 h as lo w e r c a rb o n  sto rag e  
d u e  to  lo sse s  o f  c a rb o n  fro m  lan d  lea v in g  th e  
p ro g ram . In  su m m ary , h a rv e s tin g  (sc en a rio  2) 
h as th e  la rg e s t e f fe c t on  c o sts  in  M a in e  and  
W isco n s in , w h ile  p o p u la tio n  in c re ases  (sc e -
n a rio s  3 a n d  4) h a v e  lit t le  im p ac t. In  S o u th  
C a ro lin a , c o s ts  a re  m o st a ffe c te d  by  p o p u la -
tio n  in c re ases .

F in a lly , w e  c o m p a re  th e  c o sts  o f  th e  p ro -
g ra m s in  th e  th re e  s ta te s  (figu re  4). R e la tiv e  
to  S o u th  C a ro lin a  an d  W isco n s in , an  a ffo r-
e s ta tio n  p ro g ra m  in  M a in e  w o u ld  b e  e x tre m e -
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Figure 4. Marginal costs of carbon sequestration in Maine, South Carolina, and Wis-
consin (scenario 1)

ly e x p en s iv e  an d  w o u ld  se q u e s te r  re la tiv e ly  
little  carb o n . C o m p are d  to  S o u th  C a ro lin a , an  
a ffo re s ta tio n  p ro g ra m  in  W isco n s in  w o u ld  b e  
ch ea p e r an d  w o u ld  se q u e s te r  ab o u t fo u r tim es  
as m u ch  carb o n . T h e  d iffe re n ce  in  co sts  b e -
tw een  M a in e  an d  W isco n s in  is p rim a rily  r e -
la ted  to  d iffe re n ce s  in  th e  o p p o rtu n ity  co sts  
o f  a g r ic u ltu ra l land . S im ila r  a m o u n ts  o f  c a r-
b o n  a re  se q u e ste re d  o n  fo re s t lan d  in  S o u th  
C a ro lin a  and  W isco n s in ; y e t, it is su b s ta n tia lly  
c h ea p e r to  en ro ll a g ric u ltu ra l lan d  in  W isc o n -
sin  and , thus, p e r  to n  c a rb o n  se q u e s tra tio n  
co sts  are  low er.

Conclusions

In  th is  study , w e  e s tim a te  th e  c o sts  o f  re d u c in g  
C 0 2 c o n ce n tra tio n s  th ro u g h  a ffo re s ta tio n . W e 
find  th a t m arg in a l co s ts  p e r  m etric  to n  o f  c a r-
b o n  r ise  f ro m  $0  to  b e tw ee n  $95 an d  $ 1 2 0  in  
M ain e , $45  an d  $ 9 0  in  S o u th  C a ro lin a , an d  
$75 an d  $95 in  W isco n s in . T h e  c o sts  o f  a f-
fo re s ta tio n  p ro g ram s w e c o n s id e re d  co m p a re  
fa v o ra b ly  to  c o sts  o f  a lte rn a tiv e  m itig a tio n  a p -
p ro ach es. F o r in s tan c e , N a tio n a l A c ad e m y  o f  
S c ien ces  (N A S ) re p o rts  a v e ra g e  c o s t e s tim a te s  
ra n g in g  fro m  a p p ro x im a te ly  $ 1 0 0  to  $ 9 0 0  p e r  
ton  fo r  su b s titu tio n  o f  a lte rn a tiv e  fu e ls  fo r  
coal. T h e  U .S . O ffice  o f  T ech n o lo g y  A sse ss -

m e n t (O T A ) a v e ra g e  c o s t e s tim a te s  fo r  c o -
g e n e ra tio n , in c re a se d  re s id e n tia l en e rg y  e ffi-
c ie n cy , an d  fu e l sw itc h in g  ra n g e  fro m  ab o u t 
$ 2 0 0  to  $ 2 ,0 0 0  p e r  ton . O u r h ig h e s t av e ra g e  
c o s t e s tim a te s  fo r  a ffo re s ta tio n  are  a p p ro x i-
m a te ly  $ 6 0  p e r  to n  in  M a in e  (sc en a rio  2), $45  
p e r  to n  in  S o u th  C a ro lin a  (sc en a rio  4 ), an d  
$48  p e r  to n  in  W isco n s in  (sc en a rio  2), e s t i-
m a te s  s ig n if ic a n tly  b e lo w  th e  N A S  an d  O T A  
f ig u re s .15 It b e a rs  m e n tio n  th a t th e  N A S  an d  
O T A  s tu d ie s  a lso  re p o rt  sa v in g s (i.e ., n e g a tiv e  
c o s ts )  f ro m  a  v a r ie ty  o f  p ro g ram s in v o lv in g  
in c re a se d  fu e l e ffic ien cy , th o u g h  Ja ffe  an d  
S ta v in s  e s tim a te  s ig n if ic a n t p o s itiv e  c o sts  fo r  
th e se  ap p ro ac h es .

W h ile  o u r  re su lts  p ro v id e  fu rth e r  e v id e n ce  
th a t a f fo re s ta tio n  is a  c o s t-e ffe c tiv e  s tra te g y  
fo r  o ffse ttin g  C 0 2 e m iss io n s , o u r c o s t e s t i-
m a te s  a re  h ig h e r  th an  th o se  fo u n d  in  m o s t 
e a r l ie r  a n a ly se s  (e .g ., M o u lto n  an d  R ich a rd s , 
A d a m s e t a l., P a rk s  a n d  H a rd ie , A lig  e t a l . ) .16

15 Comparison of average cost estimates is hampered by differ-
ences across studies in the total reduction of C02 emissions. The 
NAS and OTA estimates correspond to programs that achieve greater 
total C02 reductions than our programs. Our conclusion that affor-
estation is cheaper than other approaches holds if we take the scale 
of the programs as given.

16 It is easiest to compare costs with Moulton and Richards (MR) 
since MR report cost estimates on a state-by-state basis. The other 
studies report national cost estimates, precluding direct cost com-
parisons. However, we note that the cost estimates in these analyses
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For instance, Moulton and Richards (MR) as-
sume that 667,000, 1,472,000, and 11,232,000 
acres of agricultural land (cropland and pas-
ture) will be enrolled in Maine, South Caro-
lina, and Wisconsin at average annual pay-
ments of $72, $65, and $51 per acre, respec-
tively.17 Our land use models predict that at 
these payment levels only 28%, 90%, and 
27% of the MR acreage for Maine, South Car-
olina, and Wisconsin, respectively, will be en-
rolled. Assuming a linear extrapolation of our 
marginal cost curves, we estimate that to 
achieve the MR acreage targets, payments 
would be have to be approximately 4 times 
higher in Maine and Wisconsin and 1.1 times 
higher in South Carolina. These results are 
consistent with the other econometric analy-
ses of carbon sequestration programs (Plan-
tinga 1997, Stavins) and indicate the impor-
tance of deriving cost estimates from ob-
served landowner behavior. Apparently, land- 
owners are less willing, or require greater 
incentives, to convert land to forest than had 
been assumed in earlier studies.

Our results suggest that program structure 
has a moderate effect on costs. In South Car-
olina and Wisconsin, harvesting increases 
marginal costs by at most $10 and $20 per 
ton of carbon, respectively. Harvesting has a 
larger effect on costs in Maine. Because total 
enrollment costs are high in Maine, reductions 
in carbon sequestration have a large effect on 
the cost per ton of carbon (marginal costs in-
crease by as much as $25). In all states, there 
are relatively small differences in costs be-
tween scenario 1, which assumes constant 
population, and scenario 3, which incorpo-
rates population projections. Population in-
creases do not significantly reduce the agri-
cultural land base and, therefore, carbon se-
questration costs are not greatly affected. Fi-
nally, we find that programs that minimize 
enrollment costs tend to be more expensive 
than programs that involve long-term land en-
rollment. Enrollment cost savings from allow-
ing expensive land to leave the program are 
more than offset by losses of carbon from land 
conversion and additional establishment 
costs.

C o s t s  o f  C a r b o n  S e q u e s t r a t i o n  i n  F o r e s t s  823

Our analysis permits comparisons of carbon 
sequestration costs in different U.S. regions. 
Much attention has focused on afforestation 
programs in the southern United States (Mar- 
land, Sedjo and Solomon), in part because of 
suitable conditions in the South for fast-grow-
ing tree species. However, for the states we 
examined, we find lower costs and greater po-
tential for carbon storage in the northern Mid-
west than in the south. Carbon sequestration 
rates are comparable in the two states, but 
opportunity costs of agricultural land are low-
er in Wisconsin. The high costs for Maine 
suggest that there are limited opportunities for 
carbon sequestration programs in the heavily 
forested northeastern states. Lastly, as noted 
in the introduction, states are in the process 
of developing greenhouse gas emissions in-
ventories and identifying strategies for reduc-
ing emissions. Our results suggest that there 
are large differences in carbon sequestration 
costs among states. Therefore, an efficient na-
tional afforestation program should be de-
signed to enroll land in states with the lowest 
carbon sequestration costs.

[ R e c e iv e d  J u n e  1 9 9 8 ;  
a c c e p te d  F e b r u a r y  1 9 9 9 .]
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Abstract

This paper uses a numerical general equilibrium model to compare the costs of 
alternative policies for reducing carbon emissions in a second-best setting with a distor-
tionary tax on labor. We examine a carbon tax, two energy taxes, and both narrow-based 
and broad-based emissions permits and performance standards. The presence of pre-existing 
tax distortions raises the costs of all these policies, and can affect their relative cost 
rankings. In fact, the superiority of emissions taxes and emissions permits over other 
instruments can hinge on whether these policies generate revenues that are used to reduce 
other distortionary taxes. © 1999 Elsevier Science B.V. All rights reserved.

JEL classification: L51; H21; D58

Keywords: Carbon abatement policies; Relative costs; Pre-existing taxes; General equilibrium welfare 
effects

1. Introduction

The continued accumulation of heat-trapping gases in the atmosphere raises the 
prospect of future global warming and associated changes in climate. There are 
enormous uncertainties surrounding the potential nature, extent and effects of 
future climate change. Global warming may turn out to be a very serious problem,
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or it may not. Given the risks involved, most governments deem it prudent to 
begin steps for reducing emissions of carbon dioxide (C 0 2), the most important 
heat-trapping gas. At the 1997 United Nations conference in Kyoto, Japan, 
developed countries pledged to reduce C 0 2 emissions to around 5% below their 
1990 levels by 2008-2012. Given the current dependency on fossil fuels, these 
steps are likely to involve significant economic costs. Clearly, it is important— not 
only for its own sake but also to enhance the likelihood of a lasting international 
agreement— to understand the nature of these costs and how they might be 
minimized by choice of the appropriate policy instrument.

In the past, economists have strongly advocated the use of broad-based 
emissions taxes and tradable emissions permits over other types of policy instru-
ments to protect the environment. 1 These other policy instruments include 
‘command and control’ policies (such as emissions limits per unit of output and 
mandated energy-saving technologies), indirect environmental taxes (such as taxes 
on energy use rather than on emissions) and narrowly focused policies that do not 
cover all sources of emissions in the economy. In partial equilibrium models, these 
other instruments involve various sources of inefficiency, and therefore achieve a 
given amount of emissions reduction at greater economic cost than emissions taxes 
and emissions permits. 2

However, the results from several recent studies cast some doubt on the 
conventional wisdom about relative cost-effectiveness. These studies have re-ex-
amined the issue of instrument choice in a second-best setting, using general 
equilibrium models that incorporate pre-existing tax distortions in the labor 
market. 3 Parry (1997) and Goulder et al. (1997) find that the introduction of an 
emissions tax, or emissions permits, exacerbates the efficiency costs of pre-exist-
ing labor tax distortions. This is because these policies raise the costs to firms of 
producing output and this typically leads to a (slight) reduction in the overall level 
of employment in the economy. Taking into account this ‘tax-interaction effect’ 
significantly raises the costs of both policies. 4 However, in the case of the 
emissions tax, much of this added cost may be offset by an efficiency gain from a 
‘revenue-recycling effect’ if the revenues are used to reduce other distortionary 
taxes.

Parry et al. (1999) apply a similar analysis in the specific context of carbon 
abatement. Under their central estimates, they find that non-auctioned carbon

1 See, for example, Cropper and Oates (1992) and Oates and Portney (1992).
2 See, for example, Spulber (1985) and Tietenberg (1985).
3 An earlier, closely related literature examined the effects o f substituting environmental taxes for 

other distortionary taxes (see, for example, Sandmo, 1975; Bovenberg and de Mooij, 1994, and the 
surveys by Goulder, 1995 and Oates, 1995).

4 A similar result has emerged in other contexts. For example, Browning (1997) finds that the 
welfare costs o f monopoly pricing in the US are several times larger, when allowance is made for the 
impact of reduced production on compounding labor tax distortions.
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emissions permits (or quotas) reduce welfare in their model, unless the environ-
mental benefits from reducing carbon emissions exceed a threshold of US$18 per 
ton. Some studies estimate benefits of below US$18 per ton (for example, 
Nordhaus, 1991, 1994), although there is considerable uncertainty and controversy 
surrounding the estimates. In contrast, Parry et al. (1999) find that a carbon tax 
with revenues used to reduce distortionary taxes can significantly increase welfare 
as long as environmental benefits per ton are positive. 5 Thus, generating the 
revenue-recycling effect could be a necessary condition for carbon abatement 
policies to improve overall welfare.

Goulder et al. (1999) analyze a broader class of policy instruments using a 
model (initially calibrated for NOx emissions). They compare emissions taxes and 
emission permits with a performance standard (limiting emissions per unit of 
output), a technology mandate, and a tax on fuel (rather than emissions) in a 
second-best setting with distortionary factor taxes. They find that pre-existing 
taxes can crucially affect the relative costs of different policies. In particular, 
emissions permits may only generate significant cost savings over technology 
mandates, performance standards and fuels taxes, if the permits are auctioned and 
the revenues used to reduce pre-existing tax distortions. They also demonstrate 
that the relative cost discrepancies between policies varies considerably with the 
extent of pollution abatem ent.6

O f course, from a public finance perspective, it has long been recognized that 
the presence of pre-existing distortions in the economy changes the welfare 
impacts of a new regulatory tax. The contribution of the recent literature in 
environmental economics is to indicate the likely direction, and potential magni-
tude, of this welfare change under plausible parameter values. Recent studies also 
illustrate how second-best considerations affect the welfare impacts of non-tax 
regulatory policies.

This paper has two purposes. It aims first to synthesize this recent literature and 
draw out the policy lessons in the specific context of carbon abatement, and 
second, to examine a richer set of policy instruments, including certain narrowly 
focused policies that have been proposed for curbing carbon emissions. We 
analyze the costs and overall welfare impacts of eight policy options for reducing 
US carbon emissions. These are a tax on the carbon content of fossil fuels, a BTU 
tax, a gasoline tax, a broad-based and narrow-based (specific to electricity) 
emissions quota, a quota requiring an equal proportionate emissions reduction

5 If carbon quotas are auctioned, with the revenues used to cut distortionary taxes, then the welfare 
impacts o f this policy are equivalent to those o f the carbon tax in their analysis. To date, pollution 
quotas, such as those to reduce sulfur and CFC emissions, have been grandfathered rather than 
auctioned.

Earlier, Fullerton and M etcalf (1997) showed that the cost o f reducing pollution by an incremental 
amount could be lower under a command and control policy than under emissions permits in the 
presence o f distortionary taxes.
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across all industries, and both broad-based and narrow-based (specific to electric 
utilities) performance standards. 7 We use a numerical general equilibrium model 
that allows for pre-existing tax distortions in the labor market, and which is 
calibrated to the U.S. economy.

We find that pre-existing taxes substantially raise the cost of all three of the 
quota policies when quotas are given out free to existing firms. This increase in 
cost results because the policies generate a costly tax-interaction effect, but no 
direct revenue-recycling effect. 8 The proportionate increase in cost can differ 
significantly across the policies. Indeed, for modest reductions in emissions, the 
overall costs of the narrow-based emissions quota are actually less than under the 
broad quota. This is because the tax-interaction effect is relatively weaker under 
the narrow quota, and this can more than compensate for the relative inefficiency 
of this policy in a first-best setting. For each quota policy to increase welfare, 
marginal environmental benefits must exceed a strictly positive threshold level.

Pre-existing taxes raise the cost of all the tax instruments by around 30%, if 
revenues from these taxes are used to reduce the distortionary labor tax. All these 
instruments can potentially increase welfare so long as marginal benefits from 
reducing carbon are positive. Even the gasoline tax, which only affects a minor 
share of emissions sources, can be less costly than the broad carbon emissions 
quota, at modest levels of abatement. However, these results change substantially 
if revenues from the tax instruments are used to finance (lump sum) transfers to 
households, and hence forgo the efficiency gain from revenue recycling. In this 
case, the cost of the carbon tax is equal to that of the broad carbon emissions 
quota, and the gasoline and BTU taxes are more costly.

For performance standards that limit emissions per unit of output, the propor-
tionate increase in costs due to pre-existing taxes is roughly the same as under the 
revenue-neutral tax policies. In other words, the tax-interaction effect is relatively 
weaker under these policies and this compensates for the fact that they do not 
generate a revenue-recycling effect. Indeed, this means that the overall costs of 
performance standards can be less than under a carbon emissions quota despite the 
first-best cost disadvantage of performance standards.

These results, and those of earlier studies, raise concerns about the efficiency 
costs of carbon quotas. They suggest that using carbon quotas to achieve emissions 
reduction targets may result in significantly higher costs than other policy instru-
ments. Indeed, under some scenarios for environmental benefits, other policy 
instruments can potentially increase welfare while carbon permits reduce welfare.

7 Somewhat surprisingly, there has been little economic modeling to compare these policy instru-
ments in the context o f carbon abatement, even in models that ignore pre-existing taxes. M ost studies 
have focused on carbon taxes a n d /o r  carbon emissions quotas.

8 A m inor fraction o f the quota rents do accrue to the government through corporate and personal 
income taxes. Consequently, emissions quotas do produce an indirect revenue-recycling effect in our 
analysis, but it is small relative to that under an emissions tax.



Climate Change 367

I.W.H. Parry, R .C . Williams I I I / Resource and Energy Economics 21 (1999) 3 47-373  351

These efficiency drawbacks of carbon quotas would be offset if the quotas were 
auctioned and the revenues used to reduce other distortionary taxes. Policy makers 
may be reluctant to auction carbon quotas for a range of reasons, including 
opposition from affected industries. However, our results suggest that the decision 
not to auction quotas comes at a substantial welfare cost.

Our analysis abstracts from a number of factors that can importantly influence 
the overall welfare impacts of carbon abatement policies. For example, our model 
is static and thus does not capture technological innovation and capital accumula-
tion over time. We also abstract from heterogeneity in abatement costs among 
firms within (though not between) industries, which is likely to play down the 
relative costs of performance standards. Thus, this is far from a fully comprehen-
sive evaluation of policy instruments. Nonetheless, our analysis does underscore 
the importance of incorporating pre-existing tax distortions in more complex 
models, and illustrates how second-best considerations can affect the relative costs 
of a variety of different abatement policies. Our results also provide a useful 
benchmark for gauging the empirical significance of future extensions to the 
model, such as allowing for capital accumulation.

The Section 2 describes the model, which is solved by numerical sim ulation.9 
Section 3 presents the empirical results and sensitivity analysis. Section 4 offers 
conclusions and discusses some limitations to the analysis.

2. The model

This section describes the model structure, the various carbon abatement 
policies examined, and the calibration of the model.

2.1. Model description

2.1.1. Household behavior
We assume a static, closed economy, representative agent model. Households 

have preferences over two consumption goods, Cl and CN, and leisure (or 
non-market) time. C, represents aggregate consumption produced by relatively 
energy-intensive industries and CN represents an aggregate of all other (non-en- 
ergy-intensive) consumption. Households allocate their time endowment (Z ) be-
tween labor supply (L ) and leisure (Z =  L ~ L ) .  Emissions of carbon (e) reduce

9
Several earlier studies have included simple analytical models that derive the tax-interaction and 

revenue-recycling effects of different environmental policy instruments in the presence o f pre-existing 
taxes. For m odels utilizing a utility-m axim izing framework, see Goulder et al. (1997, 1999) and for a 
diagrammatic exposition, see Parry (1997).
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utility. 10 Utility takes the following nested constant elasticity of substitution 
(CES) structure:

i

I / = t / ( / , C „ C N. 0  =  ( a i / p“ +  a f C p“) P“ + <f>(e) (1)

where

1

C  =  (  a c l C l C +  a Cn ^ N C )

4>'< 0 and the a s  and ps are parameters. pu is related to the elasticity of 
substitution between consumption and leisure ( cru) as follows: pu =  (a u — ])/cru • 
pc is related to the elasticity between consumption goods ( ac ) in the same 
manner. There are two separability assumptions underlying this formulation. First, 
utility is separable in emissions, implying that changes in emissions per se do not 
affect household choices over consumption and leisure. 11 Second, preferences 
over consumption goods and leisure are weakly separable. Along with the 
homothetic property of CES functions, this implies that consumption goods are 
equal substitutes for leisure (Deaton, 1981). 12

The government levies a tax at the rate tL on labor income and provides a (real) 
lump sum transfer to households of G. It also regulates carbon emissions through 
a range of different policies that are discussed below. In the case of a quota, the 
quota rents ( t t ) accrue to households (who own firms). We assume rents are also 
taxed at the rate tL. 13 Thus, the household budget constraint is given by:

P c £ \ Pc ^ n  =  0  — +  7r) + P cG (2 )

where p Cj and p c denote market prices for the two consumption goods and pc is 
the general price level. This expression equates expenditure on goods with the sum 
of after-tax labor and rent income and the government transfer (expressed in 
nominal terms). Households choose their consumption of goods and leisure to 
maximize utility (1) subject to the constraint (2).

10 This represents the present discounted utility loss due to changes in future global climate caused by 
additions to the current concentration o f C 0 2 in the atmosphere.

11 That is, there are no feedback effects on labor supply from changes in environmental quality. For 
more discussion of this issue, see de Mooij (1998) and W illiams (1998).

12 W e think this is a reasonable benchm ark assumption because there is no empirical evidence to 
suggest that energy-intensive consumption goods are relatively stronger or weaker substitutes for 
leisure than non-energy-intensive consumption goods. If energy-intensive consum ption were a rela-
tively strong (weak) leisure substitute, this would strengthen (weaken) the tax-interaction effect 
discussed below.

13 The effective rate o f tax on labor and non-labor income is approximately the same (see, for 
example, Lucas, 1990).
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2.1.2. Firm behavior
There are seven intermediate goods industries in the model, in addition to the 

two final goods industries producing Cj and CN. Three fossil fuels are produced 
— coal (F c ), petroleum (F p) and natural gas (F N)— and the combustion of these 
fuels produces carbon emissions in the form of C 0 2. Coal is the most carbon-in- 
tensive fuel per unit of energy and natural gas the least. The remaining intermedi-
ate goods are electricity (F ) , transport (F ), an aggregate of other energy-intensive 
intermediate goods ( / ) ,  such as metal processing, and an aggregate of non- 
energy-intensive intermediate goods (AO, such as services and agricultural produc-
tion. All of the intermediate goods and labor are used as inputs in the production 
of intermediate goods. Final goods are produced using only intermediate goods as 
inputs. This model structure allows for a variety of different channels for reducing 
carbon emissions. Within the fossil fuel industries, production can be shifted away 
from coal to petroleum and natural gas. Within intermediate goods industries, 
production can be shifted to the non-energy-intensive sector. Finally, households 
can substitute towards non-energy-intensive consumption and leisure. Note that 
carbon emissions are released when fossil fuels are used (that is, combusted) as 
inputs, rather than when they are produced, and in this sense a highly dispropor-
tionate share of emissions comes from the electricity and transportation sectors.

We assume that firms within an industry are homogenous and behave competi-
tively in both input and output markets. The production functions for each industry 
have the following nested CES form:

x r

pj

p,u + Pcu +

„ l 
Pj

m = { T , I , N } , g = {Fn ,Fc ,F?, E ) , j = { F fi,Fc ,F?,E ,T , I ,N ,C l ,Ct,} (3 )

where X  is output and the ps and the a s  are parameters, p is related to the 
elasticity of substitution between factors in production in the same manner as in 
the utility function. This formulation separates fossil fuels and electricity from 
other intermediate goods and from labor. This enables us to allow for easier 
substitution between fuel inputs than between fuel and non-fuel inputs. The CES 
form implies constant returns to scale, so supply curves are perfectly elastic for 
given input prices.

Aggregate carbon emissions are given by:

e ““ P fn  ^fn + P fc  ^f c P fp  ̂ fp (4)

where /3; is carbon emissions per unit of fossil fuel j. Thus, emissions are 
proportional to fuel use— there are currently no economically viable end-of-pipe 
abatement technologies for scrubbing emissions before they enter the
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atmosphere. 14 We assume that firms and households do not internalize any of the 
external costs from carbon emissions.

2.1.3. Government policy
The government reduces carbon emissions using one of eight possible policy 

instruments. Some of these instruments are ‘broad’ in the sense that they affect all 
potential sources of emissions. Others are ‘narrow’ and only affect emissions from 
specific industries. The policy instruments are the following.

2.1.3.1. Carbon tax. This is a tax levied on the carbon content of each of the three 
fossil fuels. It is equivalent to a tax on carbon emissions, given the proportionality 
between emissions and fuel use. This tax covers all potential sources of 
emissions. 15

2.1.3.2. Carbon quota (or emissions permits). This policy restricts the total 
quantity of carbon emissions. Quotas are tradable, which enables marginal abate-
ment costs across industries to be equated. We assume the quotas are given out 
free to firms, and therefore that quota rents are retained by the private sector. If 
instead, the government were to auction the quotas, this policy would be equiva-
lent to the carbon tax in our model. This is because it would raise the same amount 
of revenue for the government and provide the same incentives for firms and 
households.

2.1.3.3. BTU tax. This policy taxes fuels in proportion to implied energy content 
rather than carbon content. Like the carbon tax, the BTU tax covers all potential 
emissions sources. However, it implies a lower tax on coal and a higher tax on 
natural gas, because energy per unit of carbon is relatively low for coal and 
relatively high for gas. 16

2.1.3.4. Gasoline tax. We model this policy as a tax on petroleum input into 
transportation. This is a narrow tax, as it does not cover carbon emissions from

14 This means there is no efficiency advantage from imposing regulations on users— as opposed to 
producers— of fossil fuels. In contrast, in the case o f sulfur emissions, electric utilities can install 
‘scrubbers’ to capture part of the emissions from burning coal before they escape into the atmosphere. 
If sulfur regulations were imposed on coal producers this would not provide incentives for coal 
users— the electric utilities— to install scrubbers, and therefore would involve some inefficiency.

15 Variations o f the carbon tax have been implemented in several countries, for example, Sweden and 
Holland.

16 A version of the BTU tax was proposed in 1993, but was eventually removed from the budget deal 
and replaced by a slight increase in the federal gasoline tax. The European Union has proposed a 
similar tax on energy as part of a package of measures to reduce carbon emissions.
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coal and natural gas, or emissions from petroleum use in other industries. 
Emissions from the transport sector initially account for around a quarter of total 
carbon emissions in our analysis. 17

2.1.3.5. Narrow carbon quota. This policy limits carbon emissions from the 
electricity sector only. 18 Initially, these emissions are around a third of total 
carbon emissions. Again, the quotas are given out free to firms rather than 
auctioned.

2.1.3.6. Uniform quota. Some industry groups have argued that it is only ‘fair’ that 
all industries should reduce emissions by the same amount. We consider a quota 
policy where all industries are required to reduce emissions in the same propor-
tion. Under this policy, carbon quotas are tradable among firms within the same 
industry but not among firms in different industries. The policy covers all potential 
emissions sources, but the pattern of emissions reductions across industries differs 
from that under the carbon tax and broad carbon quota. This is because equalizing 
the proportionate emissions reduction across industries will not generally equalize 
marginal abatement costs across industries.

2.1.3.7. Narrow performance standard. A performance standard restricts the 
allowable emissions rate per unit of production. We consider a narrow policy that 
limits carbon emissions per unit o f electricity output only. 19

2.1.3.8. Idealized performance standard. We also consider a broad performance 
standard imposed on all industries. We refer to this as an ideal policy, since it 
would be difficult to implement in p rac tice .20 Thus, our cost estimates represent 
lower bound estimates for a broader-based performance standard. Our purpose in

Our ‘gasoline tax’ really represents a m ore general tax on all petroleum-based fuels used in 
transportation, which also include, for example, je t and diesel fuels.

It has been argued that this policy would be relatively easy to implement, since electric utilities 
have experience with the sulfur trading program.

This policy is equivalent in its effects (given our homogeneous firm setting) to a tax on carbon 
emissions from electric utilities with the revenues recycled as a subsidy per unit o f electricity output 
(Bovenberg and Goulder, 1998). This type o f tax /su b sid y  policy has been proposed as a means to 
reduce industry opposition to taxes on carbon emissions.

For example, it may be difficult to cover all emissions sources because many different types of 
downstream ’ industries use fossil fuels. Nonetheless, it seems plausible that a performance standard 

could be applied to transportation in addition to electricity, and these two industries account for around 
60% of total carbon emissions. In transportation the standard could limit carbon emissions per vehicle 
mile in the same way that existing regulations lim it emissions per mile for carbon monoxide, nitrogen 
oxides and hydrocarbons. Our idealized policy also assumes that different standards are set so as to 
equalize marginal abatement costs across industries. This may be difficult to approximate in practice.
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analyzing this policy is to examine whether pre-existing taxes are likely to affect 
the costs of broader-based performance standards in the same way that they affect 
the costs of the narrow-based performance standard.

The government budget constraint is:

Pc G - t LpLL + R.  (5 )

This equation equates nominal government spending with tax revenues, which 
consist of labor tax revenues plus R , revenue from abatement policies. R is direct 
tax revenues under the tax instruments and indirect revenues from the taxation of 
rents ( tLir ) under the quota instruments. It equals zero under the performance 
standards. We assume the government budget must always balance.

2.1.4. The tax-interaction and revenue-recycling effects
To the extent that the above policy instruments raise the costs of producing 

output, they will increase the relative price of consumption goods and reduce the 
real household wage. In turn, this reduces labor supply and produces an efficiency 
loss through the ‘tax-interaction effect’ (Parry, 1997; Goulder et al., 1997). This 
efficiency loss arises because the labor tax drives a wedge between the gross wage 
paid by firms, which equals the value marginal product of labor, and the net wage 
received by households, which equals the marginal opportunity cost of labor 
supply in terms of forgone leisure time. The impact of carbon abatement policies 
on the economy-wide labor supply is likely to be small. Nonetheless, the effi-
ciency loss per unit reduction in labor supply is ‘large’ because taxes drive a 
substantial wedge between the gross and net wage. As a result, the efficiency loss 
from the tax-interaction effect may still be substantial relative to the first-best (or 
partial equilibrium) costs of carbon abatement policies.

A controversial issue is how to value the additional revenues raised by the tax 
policy instruments, and the indirect revenues raised from the partial taxation of 
rents created by quotas. We consider two cases that span the range of possibilities 
in our model. In our benchmark case, real government spending is held constant 
and the rate of income tax is adjusted to maintain budget balance. Thus, the 
revenues raised by carbon abatement policies produce an efficiency gain from the 
reduction in the rate of pre-existing distortionary tax— the so-called ‘revenue-re-
cycling effect’ (Goulder, 1995). We also consider a case where the revenue 
consequences of abatement policies are neutralized by adjusting the lump sum 
transfer. In this case, there is no efficiency gain from raising revenue. 21 Thus, we

21 Roughly speaking, this may represent the case when the revenues finance additional transfer 
payments (such as pensions), additional public spending that is a close substitute for private spending 
(such as health care and education), or increases in income tax deductions for dependents.
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can clearly illustrate the efficiency gains to be had from using revenues to cut 
other taxes. 22

2.1.5. Equilibrium conditions
For a given set of preference, production and government parameters, the 

model is solved numerically by finding a vector of goods prices and the price of 
labor such that: (a) the demand for all goods equals the supply; (b) the demand for 
and supply of labor are equal; (c) the household and government budget con-
straints are satisfied; and (d) carbon emissions equal a particular target level.

2.2. Model calibration

Roughly speaking, the or (or p ) parameters are calibrated to existing estimates 
of the relevant elasticity and the a  parameters to observed output and input ratios. 
The a  parameters are most important for determining the relative costs of 
different carbon abatement policies. Here we discuss the parameter values used in 
the benchmark simulations (the results from alternative parameter values are 
reported in Section 3.5). Our data set is summarized in Table 1.

An important parameter is the consum ption/leisure substitution elasticity cru. 
We choose this, along with the labor time endowment, to imply uncompensated 
and compensated labor supply elasticities of 0.15 and 0.4, respectively (this gives 
du =  0.96). These are roughly central estimates from the literature, and are meant 
to capture the effects of changes in the real wage on average hours worked, the 
labor force participation rate and effort on the j o b . 23 We assume a pre-existing 
tax rate on labor of 40%. 24 These parameters imply that the efficiency loss from 
raising taxes to increase the lump sum transfer by a dollar is 30 cents. This is 
broadly consistent with other studies (for example, Browning, 1987; Ballard et al., 
1985).

22
In a dynamic setting, additional revenues m ight be used to reduce the government budget deficit. 

This produces a potential efficiency gain by permitting a reduction in future tax rates. The revenues 
may also be used to increase spending on public goods. This produces an efficiency gain (loss) if 
households value the extra spending at more (less) than the dollar amount o f the spending. For a public 
choice perspective on how governments may spend new sources of revenues, see Becker and Mulligan 
(1997).

23
See, for example, the survey by Russek (1994). W e use a slightly higher value for the compensated 

elasticity since the studies in his survey do not capture effort effects.
O ther studies use sim ilar values (for example, Browning, 1987; Lucas, 1990). The sum  of federal 

income, state income, payroll and consumption taxes amounts to around 36% of net national product. 
This average rate is relevant for the labor force participation decision. The marginal tax rate, which 
affects average hours worked and effort on the job, is higher because of various deductions. A recent 
paper by Browning (1994) suggests that the ‘wedge’ in the labor market may be significantly larger 
than 40% because o f various non-tax distortions, such as regulations on businesses. To the extent that 
this is the case, our analysis m ay underestimate the tax-interaction and revenue-recycling effects.



374 Climate Change

358 I.W.H. Parry, R.C. Williams III/ Resource and Energy Economics 21 (1999) 347-373
T

ab
le

 1
B

en
ch

m
ar

k 
da

ta
 f

or
 t

he
 n

um
er

ic
al

 m
od

el
 

__
__

__
__

__
__

__
__

__
__

__
__

__
__

__
__

__
__

__
__

__
__

__
__

__
__

__
__

__
__

__
__

__
__

__
__

__

(A
) 

In
pu

t-
ou

tp
ut

 f
lo

w
s 

(i
n 

m
il

li
on

s 
of

 1
99

0 
U

S 
do

ll
ar

s 
pe

r 
ye

ar
 e

xc
ep

t 
as

 o
th

er
w

is
e 

no
te

d)

Fc
 

Fp
 

Fn
 

E 
T 

I 
N 

C
, 

C
N 

/ 
T

ot
al

 i
np

ut
 v

al
ue

Tc 
29

90
 

63
 

O
l 

19
86

6 
0

2
 

29
28

 
15

95
 

74
4 

15
 

28
20

9
Fp

 
45

5 
56

40
4 

97
03

 
87

17
 

13
42

73
 

72
56

 
38

74
2 

22
95

9 
78

63
 

28
63

71
Fn

 
48

 
26

97
3 

22
89

3 
59

31
 

32
6 

13
13

8 
23

99
9 

70
78

6 
31

1 
16

44
04

E 
96

3 
28

48
 

88
8 

56
 

52
68

 
19

61
3 

89
29

9 
63

68
5 

59
 

18
26

78
T 

28
33

 
89

76
 

18
23

 
77

03
 

85
61

5 
31

41
8 

17
57

37
 

32
45

46
 

30
72

 
64

17
25

/ 
13

74
 

22
58

5 
15

84
2 

12
88

 
36

75
 

24
24

15
 

53
18

39
 

41
9 

85
40

 
82

79
77

N
 

66
12

 
34

14
1 

16
24

2 
40

27
0 

18
14

77
 

16
16

24
 

46
74

49
4 

32
86

66
 

34
79

10
2 

89
22

62
7

L 
12

93
3 

13
43

82
 

97
01

4 
98

84
7 

23
10

81
 

34
95

86
 

33
86

92
4 

23
94

87
1 

67
05

63
8

T
ot

al
 

28
20

9 
28

63
71

 
16

44
04

 
18

26
78

 
64

17
25

 
82

79
77

 
89

22
62

7 
81

18
05

 
34

98
96

2
ou

tp
ut

 
va

lu
e

e 
68

 
21

0 
76

 
47

8 
35

8 
11

3 
19

1 
23

2 
22

 
17

49

(B
) 

P
ar

am
et

er
 v

al
ue

s

E
la

st
ic

it
y 

o
f 

su
bs

ti
tu

ti
on

 
E

la
st

ic
it

y 
of

 
E

la
st

ic
it

y 
of

 s
ub

st
it

ut
io

n
am

on
g 

en
er

gy
, 

su
bs

ti
tu

ti
on

 i
n 

en
er

gy
 

in
 m

at
er

ia
ls

la
bo

r 
an

d 
m

at
er

ia
ls

 
(f

ue
ls

 a
nd

 e
le

ct
ri

ci
ty

) 
ne

st
 (

<r
E 

) 
ne

st
 (

 c
rM

)

1/
70

 
0.

16
 

0
5

3
FP

 
0.

53
 

0.
20

 
0.

20
F

n
 

0.
73

 
0.

89
 

0.
20

E 
0.

76
 

0.
20

 
0.

95
T 

0.
54

 
0.

20
 

0.
20

/ 
0.

43
 

0.
82

 
0.

27
N

 
0.

48
 

0.
53

 
1.

51
C

, 
0.

53
 

0.
59

 
0.

26
C

N 
0.

85
__

__
__

__
__

__
__

__
__

__
__

__
__

__
__

__
__

__
__

0
9

7
__

__
__

__
__

__
__

__
__

__
__

__
__

__
__

__
__

__
__

__
__

__
__

0
7

6
__

__
__

__
__

__
__

__
__

__
__

__
__

__
__

__
__

__
__

crc
 =

 0
.5

2,
 c

rv
 =

 0
.9

6 
(e

la
st

ic
it

ie
s 

of
 s

ub
st

it
ut

io
n 

be
tw

ee
n 

fi
na

l 
go

od
s 

an
d 

be
tw

ee
n 

co
ns

um
pt

io
n 

an
d 

le
is

ur
e,

 r
es

pe
ct

iv
el

y)
.



Climate Change 375

LW.H. Parry, R.C. Williams III /  Resource and Energy Economics 21 (1999) 34 7 -3 7 3  359

The elasticities of Substitution in the inner and outer nests of the production 
functions are calculated based on estimates by McKibbin and Wilcoxen (1995). 
These elasticities are given in Table IB. The carbon content of the three fossil 
fuels ( /3) is calculated by dividing the recorded carbon emissions for each fuel by 
the quantity of fuel combusted in 1990, using data from the Annual Energy 
Outlook. The a  parameters are calibrated such that the model generates our 
benchmark data set in Table 1A, in the absence of emissions regulation, given the 
production and consumption elasticities and the initial labor tax. This data shows 
the value of output from, and the value of inputs into, each of the nine industries 
in our model. It was obtained by consolidating data from the Survey o f Current 
Business and scaling up to 2000, our base year, assuming annual growth rates of 
2.6% for ail flows.

Below, we refer to our benchmark case with the income tax as the ‘second-best’ 
case. We also consider a ‘first-best’ case in which the pre-existing income tax is 
set to zero, and lump sum transfers from (to) households neutralize any revenue 
consequences of abatement policies. We compare the policy instruments on the 
basis of costs for a given level of abatement and consider emissions reductions of 
up to 25% of baseline levels.

3. Results

This section discusses the empirical results from the model. In the first three 
subsections, we present graphs comparing the marginal cost of emissions reduction 
under each policy instrument, without the labor tax, and with the labor tax under 
our two alternative assumptions concerning the recycling of revenues. We also 
include a summary table that ranks the different policies according to the total 
costs at 5% and at 25% emissions reduction. Section 3.4 examines how pre-exist-
ing taxes can affect the welfare potential of the policy instruments under different 
scenarios for environmental benefits. As illustrated in Section 3.5, our quantitative 
results are somewhat sensitive to alternative parameter values. Thus, the qualita-
tive nature of our findings are perhaps more important the specific point estimates.

3.1. Costs o f policy instruments in a first-best setting

Fig. 1 shows the marginal cost of reducing emissions under each policy 
instrument, assuming a first-best setting with no labor tax. Marginal costs are 
expressed in dollars for the last ton of carbon reduced. All marginal cost curves 
have a zero intercept because, in the absence of regulation, firms are not charged 
for their carbon emissions and therefore produce emissions until the marginal 
product of emissions is zero. Several important facts about the first-best costs of 
the various policies are evident in Fig. 1.
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The carbon tax and the carbon quota have the same marginal cost curve and are 
the least costly instruments. This is because they cover all potential sources of 
emissions, induce an equalization of marginal abatement costs across all indus-
tries, and give the appropriate incentives for firms to reduce production of 
energy-intensive goods. The marginal cost curve under each policy is increasing,

Fig. 1. First-best costs of emissions reduction.
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reflecting the increasing difficulty of reducing emissions by substitution between 
fossil fuels or between energy-intensive and non-energy intensive production.

Fig. 1 also shows that the cost differences between broad and narrow based 
policies are typically much more important than the differences in costs between 
different broad based policies, or between different narrow based policies. Marginal 
costs under the BTU tax exceed those under the carbon tax. This is because the 
BTU tax does not induce an equalization of marginal abatement costs across 
different industries; instead the marginal costs of abating carbon by reducing 
natural gas use exceed those for reducing coal use. The idealized performance 
standard is also somewhat more costly than the carbon tax. The difference between 
these instruments has to do with whether firms are charged for their remaining 
emissions or not. Firms can reduce emissions by reducing output of energy-inten-
sive goods (the ‘output substitution effect’), or by reducing emissions per unit of 
output by substituting away from carbon-intensive inputs in production (the ‘input 
substitution effect’). 25 Under the performance standard firms are not charged for 
their remaining emissions per unit of output, leading to an inefficiently weak 
output substitution effect. In contrast, under the carbon tax, firms pay a direct 
charge for emissions, and hence the marginal private costs o f producing output are 
la rg e r.26 However, empirically, these cost differences between the carbon tax, 
BTU tax and the idealized performance standard are relatively sm all.27

Similarly, the narrow performance standard is only slightly more costly than the 
narrow emissions quota. However, the marginal costs of these policies are roughly 
three times as large as the broad-based policies discussed above. This is because 
the narrow policies only cover around 30% of emissions sources. The gasoline tax 
is substantially more costly than the other narrow policies, both because it is a 
much narrower tax and because it is difficult to substitute other fuels for gasoline 
in the transportation sector. In contrast, there exist much greater possibilities for 
substituting other inputs for coal in the production of electricity to reduce carbon 
emissions. Marginal costs for the uniform emissions quota are significantly greater 
than for the other broad policies, although they are still well below those for the 
narrow-based policies. The uniform quota forces the same proportionate emissions 
reduction across all sectors. This is a relatively costly policy because the marginal 
costs of emissions abatement are so much higher for transportation than for

25 For more discussion of these effects, see Goulder et al. (1999).
Under the carbon quota, firms effectively pay for remaining emissions, either by purchasing quotas 

from other firms or by using their own quotas instead of selling them to other firms.
Only a small fraction of emissions reductions under the carbon tax come from output substitution. 

Therefore, the weaker output substitution effect under the performance standard causes the costs of 
these policies to differ only slightly. Similarly, while the BTU tax encourages overuse of coal and 
underuse of natural gas, this has only a small effect, so the BTU tax is only slightly more costly than 
the carbon tax.
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Table 2
Total costs of emissions reduction by policy (as a percent of GDP)

Percent emissions reduction

First-best case Second-best case

5 25 5 25

Carbon tax 0.006 0.203 0.008 0.279
BTU tax 0.006 0.207 0.008 0.282
Gas tax 0.084 4.106 0.112 4.995
Broad quota 0.006 0.203 0.058 0.610
Narrow quota 0.012 0.838 0.046 1.321
Uniform quota 0.013 0.391 0.122 1.129
Ideal performance standard 0.007 0.250 0.009 0.341
Narrow perform ance standard 0.014 0.914 0.019 1.228

electricity. In contrast, the other broad policy instruments allow a disproportionate 
amount of emissions reduction to come from electricity.

Table 2 summarizes the costs of the different policies, showing the total costs 
under each policy instrument for a 5 and 25% reduction in carbon emissions, 
expressed relative to the costs of the carbon tax. The gasoline tax is roughly 15 
times as costly as the carbon tax and carbon quota, while the narrow quota and 
narrow performance standard are around two to four times as costly. In contrast, 
the BTU tax is only slightly more costly, and the broad performance standard 
around 25% more costly. The table also shows that the relative cost discrepancies 
between policy instruments are not particularly sensitive to the level of emissions 
reduction.

3.2. Costs o f policy instruments in a second-best setting with revenue-recycling

We now explore how the above results are affected by second-best considera-
tions. Fig. 2 shows the marginal costs of the policy instruments when the initial 
labor income tax is 40% and when any revenue consequences of the policies are 
offset by adjusting the income tax rate. Changes in labor supply now have 
efficiency consequences, since the tax creates a wedge between the marginal social 
benefit and marginal social cost of labor.

There are two notable results concerning the quota policies. First, the efficiency 
loss from the tax-interaction effect causes a substantial upward shift in the 
marginal cost curves under all three policies, compared with the first-best case 
shown in Fig. 1. The marginal cost curves have positive intercepts because an 
incremental emissions reduction now causes a first-order (or non-incremental) 
efficiency loss in the labor market. This stems from the incremental reduction in 
labor supply following the increase in product prices and consequent fall in the 
real household wage.
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The second result is that the marginal cost of the narrow quota lies below that 
of the broad quota for low levels of emissions reduction. This is surprising because 
in a first-best setting marginal costs are always substantially greater under the 
narrow-based quota. However, the tax-interaction effect is relatively weaker under 
the narrow quota than under the broad quota. The tax-interaction effect depends on

Fig. 2. Second-best costs of emission reduction.
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the increase in the (share-weighted) average price of consumption goods, which 
equals the increase in output price for the affected industries multiplied by the 
share of this output in total consumption. Although the narrow-based quota has a 
larger impact on product prices in the affected industries, output from these 
industries is a smaller share in the total value of consumption than under the broad 
quota. For modest emissions reductions, this smaller tax-interaction effect under 
the narrower policy dominates the first-best advantage of the broader policy. 28

In contrast to the quota policies, the marginal cost curves for the three tax 
instruments still have zero intercepts. This is because these policies produce a 
revenue-recycling effect that exactly offsets the tax-interaction effect for the initial 
incremental reduction in em issions.29 However, the marginal cost curves have 
steeper slopes than the corresponding curves in Fig. 1. That is, for a non-incremen- 
tal emissions reduction, the tax-interaction effect dominates the revenue-recycling 
effect and there is a net efficiency loss from interactions with the tax system. 
These policies replace revenues from the broad-based labor tax with revenues 
from a relatively narrow-based tax on carbon, gasoline or energy. Ignoring the 
environmental benefits, the narrow-based taxes are more distortionary than the 
labor tax because they are easier for firms and households to avoid. 30

The marginal costs for the performance standards also have zero intercepts. At 
first glance, this is a surprising result because they do not generate a revenue-recy-
cling effect to counteract the tax-interaction effect. However, the tax-interaction 
effect is weaker (relative to the first-best costs of the policy) under each of these 
policies than under the tax or quota policies. This is because there is no charge for 
remaining emissions per unit of final output. Thus, the increase in (marginal) costs 
of producing final output and the increase in product prices are relatively 
smaller. 31

As indicated in Table 2, pre-existing taxes raise the total costs of emissions 
reduction under the three quota policies by around 270-880%  at a 5% emissions 
reduction and by 60-200%  at a 25% emissions reduction, relative to their total 
costs in a first-best setting. For the three tax instruments, pre-existing taxes raise

28 This result has an intriguing policy implication. Previously, econom ists have argued that carbon 
trading programs should cover as many emissions sources as possible. However, some emissions 
sources, such as those from the forestry sector or from small scale m etal processing, may be very costly 
to administer. The above result suggests that to reduce em issions by a modest amount by a 
non-auctioned quota, even if there were no administrative costs, it m ight actually be less efficient to 

cover all emissions sources.
29 The quota policies do produce an indirect revenue recycling benefit through the partial taxation of 

quota rents. For the broad carbon quota, this amounts to 40% of the revenue recycling effect under the 
carbon tax.

30 If energy-intensive consumption were a stronger (weaker) substitute for leisure than non energy-in-
tensive consumption, the marginal cost curves would have positive (negative) intercepts.

31 For more discussion on this, see Goulder et al. (1999).
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total costs by 35% at all levels of emissions abatement; and for the performance 
standards the increase in cost is also 35%. Thus, the cost discrepancies between 
the tax policies and the performance standards are increased in the same propor
tion by the pre-existing tax.

Allowing for second-best considerations overturns a number of the key results 
that emerged from the first-best analysis.

(i) The equivalence of the carbon tax and quota breaks down dramatically. 
Since the quota generates only a weak revenue-recycling effect, it is over seven 
times as costly as the carbon tax at a 5% emissions reduction and more than twice 
as costly at a 25% emissions reduction.

(ii) The tradable carbon quota can be considerably more costly than the 
performance standard or a quota that does not allow trades between industries (the 
uniform quota).

(iii) The largest cost discrepancies are no longer necessarily between broad- and 
narrow-based policies. Substantial cost discrepancies also arise between policies 
that generate a relatively large tax-interaction effect (the carbon quota) and 
policies that generate a relatively small tax interaction effect (for example, the 
broad performance standard) or offset the tax-interaction effect with a substantial 
revenue-recycling effect (for example, the carbon and BTU taxes).

(iv) The relative cost differences between policy instruments now depend 
importantly on the level of emissions abatement. Indeed, for incremental abate
ment the carbon quota is infinitely more costly than the carbon tax. This reflects 
the positive intercept of the marginal cost curve under the quota and the zero 
intercept under the tax. 32

3.3. Costs o f  po licy  instruments in a second-best setting with no revenue recycling

Fig. 3 shows the marginal cost curves when the revenues raised by a given 
policy instrument (direct revenues under the tax policies and indirect revenues 
from the taxation of rents under the quota policies) are returned to households as 
lump sum transfers. This raises the cost of the tax and quota policies above the 
levels shown in Fig. 2, because this change eliminates the beneficial revenue 
recycling effect. A striking result is that now the performance standard—particu
larly the idealized version—can easily be the most cost-effective policy. That is, a 
command and control policy beats both the carbon tax and the carbon quota! This

32
We caution the reader that the results in this figure come from a relatively simple and aggregated

model. For example, the relative cost advantage of the BTU tax over the gasoline tax can be 
significantly weaker in a dynamic model that incorporates taxes on capital. This is because capital is 
overtaxed relative to labor from an efficiency perspective, and capital effectively bears more of the 
burden of the BTU tax than the gasoline tax (see Bovenberg and Goulder, 1997).
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result arises because the tax-interaction effect is relatively weak under perfor-
mance standards. 33 Fig. 3 clearly underscores the point that the efficiency case for

33 Again, we emphasize that our analysis does not capture the additional inefficiency under a 
performance standard that can result from heterogeneous abatement costs among firms within indus
tries.

Fig. 3. Costs with tax revenues returned lump sum.
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using the tax policy instruments requires more than just raising revenue. The 
revenues must also be used to cut rates of other distortionary taxes.

3.4. Welfare po ten tia l o f  po licy  instruments

We now consider how the potential welfare gain from the different policy 
instruments is affected by pre-existing taxes. To do this requires some assumptions 
about the benefits from carbon abatement. We assume the marginal benefits from 
abatement are approximately constant over the range of abatement under consider
ation. 34 Using median parameter values, benefit estimates are typically around 
US$5 to US$20 per ton of carbon reduced (Nordhaus, 1991, 1994). However, 
these estimates are highly uncertain. Under more extreme scenarios for climate 
change and/or lower discount rates, benefit estimates can easily be several times 
larger. 35 We consider benefit scenarios ranging from US$0 to 150 per ton.

3.4.1. F irst-best case
The horizontal axis in Fig. 4 shows marginal benefits from reducing carbon 

emissions ranging from US$0 to 150 per ton. The vertical axis shows the 
maximum potential welfare gain from each policy instrument for the given values 
of marginal benefits, in the first-best case with no labor tax. The maximum 
welfare potential is obtained by first calculating the optimal emissions reduction 
(where marginal benefit equals marginal abatement cost in Fig. 1) and then the 
difference between total benefits and total costs at this level of abatement.

All policy instruments can potentially improve welfare as long as environmen
tal benefits per ton are positive, since the marginal cost curves in Fig. 1 all have 
zero intercepts. However, the welfare potential of the instruments differs substan
tially, due to differences in abatement costs. For example, the welfare potential of 
the narrow performance standard is only around 50% of that for the carbon tax and 
carbon quota.

3.4.2. Second-best case
Fig. 5 shows the corresponding maximum welfare curves in the second-best 

case, assuming revenues raised by the policy instruments are used to reduce the 
labor tax. All the curves are lower than the respective curves in Fig. 4, since 
pre-existing taxes raise abatement costs under each policy. Pre-existing taxes

34
This seems reasonable since potential climate change depends on the future stock of C 02 in the

atmosphere and current global C 02 emissions—let alone US emissions—only have small impacts on 
future stock levels (see Pizer, 1997).

The Nordhaus estimates may be on the low side because they exclude some factors that are 
difficult to quantify. These include the possibility of non-linearities in the climate system leading to 
catastrophic climate changes, ecosystem impacts and potentially adverse effects on the distribution of 
world income.
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dramatically reduce the welfare potential of the quota policies. These policies 
cannot improve welfare— that is, the intercepts of the marginal cost curves lie 
above marginal environmental benefits— if marginal benefits are below US$14 per 
ton for the narrow carbon quota, US$23 per ton for the broad carbon quota and

Fig. 4. First-best maximum welfare gain by policy.



Climate Change 385

I.W.H. Parry , R.C. W illiam s III/ R esource an d  Energy E conom ics 21 (1999) 3 4 7 -3 7 3  369

US$48 for the uniform quota. Even if we assume marginal benefits are as large as, 
say, US$75 per ton, the welfare potential of the carbon quota is still only 30% of 
that for the quota in the first-best case. Under plausible scenarios for marginal 
benefits, the welfare potential of certain policy instruments that are inefficient in a

Fig. 5. Second-best maximum welfare gain by policy.
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first-best sense— including performance standards, the narrow carbon quota and 
the revenue-neutral gas and BTU taxes— can exceed that of the broad carbon 
quota. The potential welfare gain is greatest under the revenue-neutral carbon tax. 
Even so, the welfare potential of this policy in a second-best setting is still 
significantly lower— by around 30%.

3.5. Sensitivity analysis

The above results are based on central estimates for parameter values. We now 
discuss how the costs of policies are affected by alternative assumptions about 
important parameters. 36 In each case, we consider marginal costs at emissions 
reductions of 5 and 25% under the carbon tax, broad carbon quota and idealized 
performance standard. The results are summarized in Table 3.

In the second row, we vary the uncompensated labor supply elasticity between 
0 and 0.3 (holding the compensated elasticity constant) and in the third row we 
vary the compensated labor supply elasticity between 0.2 and 0.6 (holding the 
uncompensated elasticity constant). Higher elasticities imply a greater degree of 
substitution between consumption and leisure, and this strengthens the tax-interac-
tion effect. As a result, the costs of the quota are sensitive to varying these 
elasticities. The costs of the performance standard are less sensitive, since the 
tax-interaction effect is relatively weaker under this policy. A larger consumption- 
leisure elasticity also implies a larger revenue-recycling effect, and hence the costs 
of the carbon tax are also less sensitive to these elasticities.

A higher initial labor tax clearly increases the welfare loss from the tax-interac-
tion effect and welfare gain from the revenue-recycling effect. Therefore, it raises 
the costs of all the carbon abatement policies, and has a disproportionate effect on 
the cost of the carbon quota, because the sum of the two second-best effects is 
largest for this policy. There is less uncertainty over the effective tax on labor in 
the US than certain other parameters in our model. A plausible range is probably 
35-45% , and our cost estimates are only modestly sensitive to these alternative 
values. In the fourth row, we vary the labor tax between 20 and 60% to provide a 
feel for the possible importance of the tax-interaction effect in other countries that 
might have much lower or much higher labor taxes. For example, increasing the 
tax rate from 40 to 60% roughly doubles the costs of the carbon tax and 
performance standard. However, it nearly quadruples the cost of the carbon quota!

Finally, in the fifth row, we assume there is no taxation of quota rents, or 
equivalently that revenue from taxing quota rents is returned to households in 
lump sum transfers. This eliminates the partial revenue-recycling effect under the

36 The relative— though not absolute— costs o f the policies are not particularly sensitive to alterna-
tive assumptions about production elasticities, the elasticity of substitution between goods in the utility 
function, and the size of fossil fuel industries relative to GDP.
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Table 3
Sensitivity analysis (marginal cost of emissions reduction by policy 

Percent emissions reduction

Carbon Carbon Ideal performance
tax quota standard

5 25 5 25 5 25

(1) Central case 8.3 69.4 34.0 113.9 9.5 85.4
(2) Uncompensated 
labor supply 
elasticity = 0.0-0.3

1 .5 - 9 3 63.0-77.3 30.7-38.2 103.9-129.3 8.6-10.7 77.8-95.0

(3) Compensated 
labor supply 
elasticity = 0.2-0.6

8.3-8.3 69.3-69.5 21.4-46.4 92.8-136.1 9.5-9.5 85.3-85.7

(4) Labor 
tax = 0.2-0.6

7.0-17.2 59.3-143 15.2-132 73.2-391 8.0-19.8 73.2-176

(5) No taxation 
of quota rents

n /a n /a 50.8 147.5 n /a n /a

carbon quota and significantly raises the overall costs of the quota. In this case the 
quota is equivalent to a carbon tax with lump sum replacement of revenues.

4. Conclusion

This paper has examined the implications of pre-existing tax distortions in the 
labor market for the costs and overall welfare impacts of a variety of policy 
options to reduce US carbon emissions. These policies include a carbon tax, two 
energy taxes, and both narrow-based and broad-based emissions permits and 
performance standards. The presence o f pre-existing tax distortions raises the costs 
of all these policies, and can affect their relative cost rankings. In fact, the 
superiority of emissions taxes and emissions permits over other instruments can 
hinge on whether these policies generate revenues that can be used to reduce other 
distortionary taxes.

There are a number of potentially important limitations to our analysis. First, 
the analysis does not capture efficiency impacts arising from the interactions 
between carbon abatement policies and other pollutants within the energy sector 
(such as sulfur and nitrogen oxide emissions), and pre-existing regulations on 
these emissions. To the extent that carbon abatement policies indirectly reduce the 
quantity of these pollutants they will produce environmental benefits, but they will 
also exacerbate the costs of the pre-existing regulations.37 Second, our analysis 
does not capture heterogeneity in abatement costs among firms within industries.

37
Boyd et al. (1995) estimate the indirect benefits from reducing other pollutants. However, their

analysis does not take into account pre-existing regulations on these pollutants.
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This tends to understate the costs of the performance standards relative to the costs 
of other policy instruments. Third, the model is static and therefore does not 
incorporate the impacts of carbon abatement policies on the capital market, which 
is also distorted by taxes. As illustrated by Bovenberg and Goulder (1997), 
policies that effectively raise (lower) the overall burden of taxation on capital 
relative to labor produce an additional efficiency loss (gain) since capital is 
already ‘over-taxed’ relative to labor. Nor does our model capture the effects of 
abatement policies on technological innovation. If the amount of R & D  into 
cleaner technologies is inefficiently low, 38 then to the extent that carbon abate-
ment policies create incentives for such R & D  they may induce an important 
source of welfare gain.
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Abstract

Uncertainty about compliance costs causes otherwise equivalent price and quantity 
controls to behave differently and leads to divergent welfare consequences. Although most 
of the debate on global climate change policy has focused on quantity controls due to their 
political appeal, this paper argues that price controls are more efficient. Simulations based 
on a stochastic computable general equilibrium model indicate that the expected welfare 
gain from the optimal price policy is five times higher than the expected gain from the 
optimal quantity policy. An alternative hybrid policy combines both the political appeal of 
quantity controls with the efficiency of prices, using an initial distribution of tradeable 
permits to set a quantitative target, but allowing additional permits to be purchased at a 
fixed “trigger” price. Even sub-optimal hybrid policies offer dramatic efficiency improve-
ments over otherwise standard quantity controls. For example, a $50 trigger price per ton of 
carbon converts the $3 trillion expected loss associated with a simple 1990 emission target 
to a $150 billion gain. These results suggest that a hybrid policy is an attractive alternative 
to either a pure price or quantity system.
© 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction

Seminal work by Weitzman (1974) drew attention to the fact that, in regulated 
markets, uncertainty about costs leads to a potentially important efficiency 
distinction between otherwise equivalent price and quantity controls. Despite this 
well-known observation and its relevance for climate change policy, most of the 
debate concerning the use of taxes and emission permits to control greenhouse 
gases (GHGs) has centered on political, legal and revenue concerns.1 This paper 
responds to this important omission by examining the efficiency properties of 
permit and tax policies to mitigate global climate change.2

The basic distinction among policy instruments arises because taxes fix the 
marginal cost of abatement at a specified tax level (assuming optimal firm 
behavior). With uncertainty about costs, this generates a range of possible 
abatement levels and emission outcomes. In contrast, a permit system precisely 
limits emissions but leads to a range of potential cost outcomes. When coupled 
with a model of the benefits associated with emission reduction, this divergence in 
emission and cost outcomes creates a distinction in the expected welfare associated 
with each policy.

In the case of climate change, part of the cost uncertainty arises due to 
uncertainty about the level of future baseline emissions. The Intergovernmental 
Panel on Climate Change (1992; hereafter IPCC) gives a range of C 0 2 emission 
levels in 2010 of between 9.2 and 13.1 gigatons carbon (GtC).3 This requires a 
uniform +  15% adjustment to IPCC forecasts of carbon emissions. See p. 71 in 
Nordhaus (1994b). The cost of attaining a particular target, say the 1990 emission 
level of 8.5 GtC, will obviously fluctuate depending on the level of future 
uncontrolled emissions.

In addition to the baseline, however, there is considerable uncertainty about the 
cost of reducing emissions below the baseline. A study by Nordhaus (1993) 
reports that a $30/ton carbon (tC) tax might reduce emissions anywhere from 10 
to 40%. While some models predict that a $300/tC  would virtually eliminate 
emissions, other models require a tax in excess of $400/tC.4 This wide range of

'See W iener (1998), McKibbin and W ilcoxen (1997) and Goulder et al. (1997).
2Earlier work by the author (Pizer, 1999) focused on the effect of uncertainty on the level o f control, 

measured by a control rate or emission tax. That paper compared price and control rate policies, but did 
not consider fixed emission limits. Recent work by Newell and Pizer (1998) and Hoel and Karp (1998) 
considers the theory of price and quantity regulation applied to pollution such as greenhouse gas 
emissions that accumulate in the environment.

3The actual range is 8 .1 -11 .4  GtC. However, we include the carbon equivalent o f CFC emissions in 
our discussions of controllable greenhouse gas/carbon emissions in order to parallel the treatment in 
Nordhaus (1994b) and Pizer (1999).

4A recent report by the Energy Information Administration (1998) indicates similar marginal costs 
ranging from $50 to $400/tC  to achieve comparable reductions in emissions based on different models. 
W eyand and Hill (1999) suggest even higher costs.
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reduction estimates only compounds the uncertainty about baselines to generate 
extreme uncertainty about the cost of a particular emission target 10-15 years in 
the future.

Motivated by the policy implications of these large uncertainties, this paper uses 
a modified version of the Nordhaus (1994b) DICE model in order to analyze 
alternative policies under uncertainty. In particular, the model incorporates 
uncertainty about a wide range of model parameters developed in both Nordhaus 
(1994b) and Pizer (1996). The simulations are then sped up using a technique 
presented in Pizer (1999) that greatly facilitates computation. Details concerning 
costs and benefits are discussed in the next section while additional detail can be 
found in Pizer (1999) and Nordhaus (1994b).

Two sets of simulations are emphasized. The first set focuses on the choice of 
policy in the year 2010 only. By examining estimated marginal cost and benefit 
schedules in this single period, we can directly apply Weitzman’s original 
intuition. Such an analysis reveals the consequences of very short-term policy 
decisions, showing that the optimal price policy (a tax of $7.50/tC) yields 
expected social benefits of $2.5 billion in net present value versus the optimal 
quantity policy (a 13 GtC permit scheme) yielding only $0.3 billion.

The single-period experiments are followed by simulations of the optimal price 
and quantity policies over a 100-year horizon. These longer-term policy simula-
tions indicate that an optimal permit path would similarly begin with a 13 GtC 
target in 2010, but rise gradually over time to about 45 GtC by 2100 in order to 
accomodate economic growth. This policy generates $69 billion in expected net 
benefits versus a no policy, business-as-usual alternative. Meanwhile, the optimal 
tax policy starts at $7/tC  in 2010 and rises to about $55/tC  by 2100. In contrast, 
this policy generates $337 billion in expected net benefits -  five times the gain of 
the optimal permit policy.

Since these results are driven by untestable assumptions about the consequences 
of climate change, an obvious question is whether they are sensitive to increasing-
ly non-linear climate effects. Indeed, the presence of a significant threshold can 
reverse the preference for taxes. Specifically, when damages rise from 1% to 9% 
as the mean global temperature rises from 3 to 4 degrees above historic levels, this 
is sufficient to encourage the use of quantity-based regulations over a 50-year 
policy horizon.

Finally, a combined hybrid policy is proposed as an alternative to both the pure 
tax and permit approaches Roberts and Spence (1976); Weitzman (1978); and 
McKibbin and Wilcoxen (1997). Such a mechanism would involve an initial 
distribution of tradeable permits, with additional permits available from the 
government at a specified “ trigger” price. This system turns out to be only slightly 
more efficient than a pure tax system. However, it achieves this efficiency while 
preserving the political appeal of permits: the ability to flexibly distribute the rents 
associated with emission rights. More importantly for current policy discussions, 
sub-optimal hybrid policies based on an aggressive target and high trigger price
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lead to better welfare outcomes than a pure quantity-based policy with the same 
target. Both the improved flexibility and better welfare outcomes make the hybrid 
policy an attractive alternative to either permits or taxes alone.

2. Background

2.1. Weitzman-Roberts-Spence

The analysis presented in Weitzman (1974) concerns the choice of a policy 
instrument to regulate a market where either political considerations or market 
failure require government intervention. A price (tax) or quantity (permit) 
instrument is at the government’s disposal and the question posed by Weitzman is 
which of the two leads to the best welfare outcome, measured as net social 
surplus.5 Importantly, the policy must be fixed before any uncertainty is resolved 
and cannot be revised.6

Weitzman’s basic result was that price instruments would be favored when the 
marginal benefit schedule was relatively flat and quantity instruments would be 
favored when the marginal cost schedule was relatively flat. In particular, he 
derived an expression for the relative welfare advantage of prices over quantities:

2

A  =  - ^ l ( c 2 - b 2 ) ( 1)
2 c2

where a 2 is the variance of the shocks to the marginal cost schedule, c2 is the 
slope of the marginal cost schedule and b2 is the slope of the marginal benefit 
schedule.7 Based on this expression, the price instrument is preferred when benefits 
are relatively flat (z l> 0  when b2 < c 2) and the quantity instrument is preferred 
when benefits are relatively steep (A <  0 when b2 > c2). More recently, Hoel and 
Karp (1998) and Newell and Pizer (1998) have demonstrated that Eqs. (I )  
continues to hold when benefits are related to the stock of accumulated output, 
rather than the annual flow, after adjusting b2 to account for discounting, decay, 
growth, and the potential correlation of cost shocks over time.

Not long after Weitzman’s original article, several authors proposed a hybrid 
policy in place of pure price or quantity controls (Weitzman, 1978; Roberts and

5Here and throughout it is assumed that the quantity instrument is an efficient quantity instrument; 
e.g. a tradeable permit system with negligible transaction costs.

6Laffont (1977) provides a careful description of the information structure assumed in policy choice 
problems formulated in the Weitzman tradition.

7The parameter b 2 is actually minus the slope since the schedule of total benefits is usually concave. 
This result is derived for the case of linear marginal costs and benefits, where uncertainty enters as 
small shifts to each curve (therefore the slopes b 2 and c 2 are known with certainty). The uncertainty 
about costs is assumed to be independent of any uncertainty about benefits. See Stavins (1996).
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Spence, 1976). A hybrid policy gives producers the choice of either obtaining a 
permit in the marketplace or purchasing a permit from the government at a 
specified trigger price.8 Such a policy operates like a permit scheme with uncertain 
costs and fixed emissions as long as the marginal cost, reflected by the permit 
price, remains below the trigger. When the trigger price is reached, however, 
control costs are capped and emissions become uncertain, as in a tax scheme. By 
setting the trigger price high enough or the number of permits low enough, the 
hybrid policy can mimic either a pure quantity or pure price mechanism, 
respectively. Since it encompasses both tax and permit mechanisms as special 
cases, the hybrid policy will always perform at least as well as either pure policy.9

Policymakers and economists often focus on many considerations other than the 
partial equilibrium welfare concerns highlighted by the W eitzm an-Roberts- 
Spence analysis (Stavins, 1989; Goulder et al., 1997; and Parry and Williams,
1999). In the United States, experience with quantity-based permit systems for 
both national SOx and regional NOx pollution control has created political support 
for market-based quantity controls -  especially when valuable permits are 
provided gratis to those bearing the most concentrated cost burden. At the same 
time, popular opposition to taxes of any kind makes the prospect for pure 
price-based regulations rather grim.10 Yet, a hybrid system with welfare properties 
nearly identical to (or better than) a pure price-based mechanism retains virtually 
all the politically desirable characteristics of a permit system.11 Since this paper 
indicates that price-based or hybrid mechanisms produce five-times the welfare 
gain associated with quantity controls, it suggests an opportunity for significant 
and feasible policy improvement.

2.2. Costs o f climate change mitigation

In order to compare price- and quantity-based policies to mitigate climate 
change, we need a dynamic model of mitigation costs, benefits, and uncertainty. 
To this end, we make use of the model developed in Pizer (1999), which involves 
a stochastic extension to the deterministic clim ate-econom y model presented in 
Nordhaus (1994b). Based on the previous discussion of W eitzm an-Roberts- 
Spence, we focus our attention on the model’s characterization of costs, benefits 
and uncertainty, leaving the more interested reader to consult earlier work.

The global cost of climate change mitigation is typically measured as the

8A hybrid policy may also involve a price floor at which the government offers to buy back permits. 
However, this type of subsidy program creates dynamic inefficiencies. See Chapter 14 o f Baumol and 
Oates (1988).

9Such policies have been proposed in the climate change arena by McKibbin and W ilcoxen (1997), 
McKibbin (2000) and Kopp et al. (2000).

10See Pearce (1991) for a discussion of the pros and cons of carbon taxes.
The one feature it does not share is an absolute cap on emissions. This is, however, somewhat 

illusory since even an absolute cap can be relaxed in the face of future political pressure.
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reduction in consumable output associated with a particular emission level of 
greenhouse gases. This cost calculation is conveniently viewed in two steps: (1) 
calculation of the required emission reduction, expressed as a fraction of gross 
emissions; and (2) calculation of the fractional reduction in global output required 
to achieve that fractional emission reduction.12 The first part of the calculation is 
determined by growth forecasts of population, productivity, and the carbon 
intensity of production (because carbon dioxide is the primary anthropogenic 
greenhouse gas). None of these trends are known with certainty and are therefore 
assigned probability distributions based on Nordhaus (1994b), Nordhaus and Popp 
(1997), and Pizer (1996).

Fig. 1 shows the resulting distribution of C 0 2 emission forecasts used in this 
paper, along with the 1992 IPCC future emission scenarios for comparison. The

Fig. 1. Simulated C 0 2 emission distribution vs. IPCC scenarios. Lines indicate the distribution of C 0 2 
emission paths generated by the model. Circles (O ) indicate 1992 IPCC C 0 2 emission scenarios (p. 12 
IPCC 1992; pp. 101-112, Pepper et al., 1992) adjusted to include controllable CFC’s (see p. 71 
Nordhaus (1994b)): letters in right margin refer to individual IPCC scenarios.

12There is a third step -  converting the fractional loss of global output into an actual dollar loss. 
However, we really care about utility, not the level of output or consumption. Assuming roughly 
logarithmic utility (so du = ( l/c )d c ) , fractional losses are a reasonable focal point since changes in 
utility are more closely related to fractional (versus level) changes in consumption.
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IPCC forecasts tend to fall between the 5th and 75th quantiles of our simulations. 
This is consistent with more recent analysis suggesting a wider range of 
possibilities than those contained in the 1992 scenarios (IPCC, 2000).13

The second part of the cost calculation -  relating fractional reductions in 
greenhouse gases to fractional reductions in world output -  is based on a survey of 
studies first summarized in Nordhaus (1993). These studies compute costs by 
various means, including engineering assessments, econometric estimation, and 
mathematical programming. The relationship and range of estimates are approxi-
mated in Nordhaus (1994b) by a power rule,

fractional reduction in global output

=  b ! (fractional reduction in GHG emissions)2 887 (2)

Nordhaus (1994b) considers a range of values for b x: 0.027, 0.034, 0.069, 0.080 
and 0.133, with the best guess being 0.069. These values imply that a 20% 
reduction global emissions would require 0.026%, 0.033%, 0.066%, 0.077% and 
0.128% reductions in global output, respectively. Here and in Pizer (1999), these 
values are assumed to occur with equal probability, independent of other 
uncertainty in the model (including the emission levels shown in Fig. 1).

There are two subtle assumptions embedded in Eqs. (2) that bear mentioning. 
First, the relation assumes that marginal costs are increasingly steep as additional 
reductions are undertaken, and second, the choice of emission level is an annual 
decision involving an annual cost function. Both of these points are important in 
this analysis because they affect the slope of marginal costs, in turn affecting the 
difference in expected welfare between taxes and permits.

The assumption of increasing marginal costs would seem innocuous based on 
the fact that one input -  the uncontrolled emission level -  is fixed. However, it has 
been argued that once non-marginal changes in production technologies are 
considered, costs could fall (Lovins, 1996). This relates to the second point: Over 
time the stock of both human and physical capital could evolve in a less carbon 
intensive direction, making emission choice a multi-period -  rather than single-
period -  decision.14 Both effects suggest a preference for price controls when 
regulation is focused on the near term, possibly switching to a preference for 
quantity controls when regulation is flexibly applied over a long horizon (e.g., with 
banking and borrowing).15

l3The 1992 scenarios were specifically criticized for ignoring the possibility that developing country 
income converges to developed country income (per capita), which would lead to higher uncontrolled 
emission forecasts.

u This touches on the issue o f endogenous technological change; see Griibler and M essner (1998); 
and Goulder and M athai (2000).

,5If  emissions can eventually be reduced at substantially lower costs, it suggests that the long-run 
marginal cost curve is flatter than the short-run marginal cost curve, favoring quantity controls applied 
over a sufficiently long horizon; see Eqs. (1).
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2.3. Benefits o f climate change mitigation

In contrast to mitigation costs, which are rooted in the economically familiar 
areas of aggregate energy use and fuel substitution, mitigation benefits are 
determined by long-term climate changes and the economic impacts associated 
with those changes. With only limited historical experience concerning climatic 
changes and especially their economic consequences, this is understandably the 
most subjective and uncertain area of clim ate-econom y modeling.16 Nordhaus 
(1994a) found that scientists’ opinions on the possible damages from climate 
change range from 0% up to a 50% loss of global output.

A simple model of climate dynamics coupled with a damage function based on 
the square of the change in global mean temperature drives our mitigation benefits. 
Economic activity determines a baseline, uncontrolled emission level for carbon 
dioxide. Mitigation activities reduce current emissions below the baseline. Each 
ton of unmitigated carbon dioxide generates a rise in the global mean temperature 
that peaks about 40 years after it is emitted, then dissipates slowly with a half-life 
of about 60 years. The initial 40-year delay arises because the global mean 
temperature equilibrates gradually in response to higher levels of accumulated 
carbon dioxide as the earth’s atmosphere traps more solar radiation.17 The 
subsequent decline follows the gradual decay of carbon dioxide and other 
greenhouse gases in the atmosphere. A one-time 100 million ton increase in 
emissions (roughly 1% of annual global emissions in 1990) generates a peak 
temperature rise of about 2/10,000 of one degree Celsius using best-guess 
parameter values. Uncertainty in the climate model could double or halve this 
estimated temperature increase.18

The economic consequences of climate change depend on these increases in 
global mean temperature. Following Nordhaus (1994b) and Pizer (1999), we 
specify a quadratic damage function with

fractional reduction in output due to climate damages =  D 0 • (773)2 (3)

where T is the change in temperature relative to a pre-industrialization baseline

l6Current atmospheric C 0 2 concentrations of 368 ppm are higher than in any period over the past 
400,000 years, which ranged 200-300  ppm (Petit et al., 1999). Some work has used cross-sectional 
variation in climate to estimate economic consequences of climate changes such as temperature and 
precipitation (Mendelsohn et al., 1994). W hile instructive, these analyses ignore the difference between 
regional and global climate changes -  analogous to the difference between partial and general 
equilibrium -  as well as changes in storm patterns and extreme weather behavior.

17As temperatures rise the earth radiates more heat into space, counteracting the increased retention 
of solar radiation due to higher levels of greenhouse gases. Eventually the earth reaches a new 
greenhouse gas/tem perature equilibrium.

18There is uncertainty about both the amount o f emitted C 0 2 that is rapidly absorbed by oceans 
(atmospheric retention rate) as well as the temperature change resulting from changes in atmospheric 
C 0 2 (climate sensitivity).
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(circa 1860) and D0 is a parameter describing the global output reduction 
associated with a 3° temperature increase. Nordhaus (1994b) focuses on a best- 
guess value of 0.013 for D0 with a sensitivity analysis including values of zero, 
0.004, 0.013, 0.016 and 0.032. Pizer (1999) assumes these five values occur with 
equal probability and independently of other uncertainty in the model.

The main weakness of this model of mitigation benefits is its failure to capture 
possibly abrupt temperature changes and/or economic consequences related to 
both the level and rate of change in greenhouse gas concentrations. The 
thermohaline circulation of the North Atlantic Ocean, for example, warms 
Northern Europe by as much as 10 degrees Celsius and could collapse as a result 
of increased greenhouse gas emissions (Broecker, 1997; Stocker and Andreas,
1997). Such a collapse would lead to more dramatic consequences than those 
predicted by this model. In Section 4 we consider relaxing the quadratic functional 
form in Eqs. (3) to address this possibility of more abrupt climate effects.

2.4. Economic behavior

These models of costs and benefits are dynamically linked via a simple 
one-sector stochastic growth model (Pizer, 1999). A representative agent chooses 
between consumption and savings each period based on the expected return to 
capital, which itself depends on population, the capital stock, and productivity. 
Productivity includes the negative consequences of both mitigation costs and 
climate damages. In this way, current mitigation costs and climate damages 
influence both current and, through investment, future consumption and output. Of 
course, mitigation activities also reduce greenhouse gas emissions and future 
climate damages.

We compute the optimal savings level each period based on a linearized 
steady-state decision rule (Campbell, 1994). This allows us to simulate the 
economic and climate outcomes quite rapidly for a single random draw of model 
parameters and stochastic shocks over a 250-year horizon. We then use eight 
thousand random draws to approximate the range of uncertain outcomes.

Mitigation costs and controlled (actual) emissions are computed separately in 
each period and for each state of nature based on the specified carbon tax or permit 
policy. The uncontrolled emission level and global output gross of climate 
mitigation are both determined by state variables at the beginning of each period. 
Under a permit policy, Eqs. (2) can be used to directly compute mitigation costs, 
where fractional reductions equal one minus the ratio of permits to uncontrolled 
emissions. In the case of a tax policy, Eqs. (2) can be differentiated to yield a 
marginal cost expression that, when set equal to the tax rate, can be solved for the 
fractional emission reduction. This reduction can then be substituted into the 
original relation to yield mitigation costs. With separate calculations in each state 
of nature, this procedure highlights how tax policies fix marginal costs and lead to
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uncertain emissions while permit policies fix emissions and lead to uncertain 
marginal costs.

The welfare effects of a particular policy are computed in terms of discounted 
utility for each state of nature. Discounted utility is then valued in a particular base 
year using the marginal utility of consumption in that year. Dollars in the base year 
can be averaged across states of nature to yield expected welfare. Additional 
details concerning the model specification, simulation, and welfare calculations 
can be found in Pizer (1999).

3. Simulation results

Given the long-term nature of climate change, a policy to reduce greenhouse gas 
emissions inevitably involves decisions spanning many decades. In the first part of 
this Section, however, we consider the expected welfare consequences of choosing 
price or quantity controls for GHG emissions in a single year, 2010. By focusing 
on a single year in the near future, we can address the difference between alternate 
price/quantity controls now, without becoming mired in the question of longer- 
term policy. In addition, focusing on a single year allows us to easily visualize the 
policy in quantity/price space. While the policy is implemented in a single period, 
the measurement of costs and benefits includes consequences over a 250-year 
horizon.

The second part of this section considers price and quantity policies spanning 
many periods. The policies are open-loop: There are no revisions to future policies 
as we learn about uncertain outcomes. Although such feedback is both desirable 
and more realistic, it would require a simplification of either the model or the 
specification of uncertainty.19 With our motivating interest in instrument choice 
under uncertainty -  and not learning -  this is an undesirable trade-off.

Based on the idea that policies are often fixed for long periods of time, we use 
these open-loop policies to provide an alternate bound on the welfare difference 
associated with the choice between price and quantity controls. A policy 
optimization over many periods also allows us to see whether the choice of policy 
in the future influences the optimal near-term policy choice. The remainder of the 
paper then considers the sensitivity of these results to key damage damage 
assumptions as well as hybrid policies that combine price and quantity controls.

3.1. Marginal costs and benefits

We begin by computing schedules of mitigation costs and benefits in 2010. The 
benefits schedule is computed using 100 distinct simulations that fix emissions at

l9See Kelly and Kolstad (1999) who consider closed-loop policies in a similar model focused on 
learning.
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intervals of 0.1 GtC over the range 5-15 GtC in the year 2010, leaving emission 
levels in other periods unchanged. By “turning o ff’ the mitigation costs 
associated with the fixed emission level and comparing welfare to the base case 
where 2010 emissions are left unchanged, we can compute the gross benefit of a 
particular emission level (e.g., gross of costs).

The cost schedule is computed by repeating these simulations with mitigation 
costs turned on. This produces estimates of the net benefits. By subtracting these 
net benefits from the aforementioned gross benefits, we produce estimates of cost. 
Both schedules can be converted to marginal ($/tC) measures by dividing the 
change in benefits and costs associated with an incremental 0.1 GtC reduction, 
measured in $billions, by 0.1 GtC.

These two calculations result in a distribution of marginal benefits and marginal 
costs at each simulated emission level. Fig. 2 summarizes these distributions by 
showing both the mean marginal cost and marginal benefit at each level of 
emissions along with the 5% and 95% quantiles based on 8,000 states of nature 
(note that the 5% marginal benefit quantile overlaps the jc-axis). Keeping in mind 
that 1990 GHG emissions were around 8.5 GtC, this figure indicates that achieving 
1990 emission levels in 2010 would involve a marginal cost of between zero and

Fig. 2. Distribution of marginal costs and benefits in 2010. (The 5% quantile of marginal benefits 
overlaps the *-axis.).
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in excess of $30/tC 20 -  far more than even the 95% quantile of marginal benefits. 
This large variation occurs for two reasons: Marginal costs are assumed to rise 
steeply given the specified cost function in Eqs. (2), and baseline emissions in 
2010 are not known with certainty as highlighted in Fig. 1. Realizations of 
marginal costs in this figure are essentially a collection of fairly steep curves 
whose horizontal intercept is unknown.

This figure indicates that marginal benefits, in contrast, are relatively constant 
though unknown. Considering the description of climate damages in the previous 
section, this may not come as a surprise. First, climate damage is presumed to be a 
gradual phenomenon with little consequence for small temperature changes, 
reflected in the quadratic damage function given in Eqs. (3) coupled with small 
values of D0. Second, damages depend on the accumulated stock of GHGs in the 
atmosphere and not the annual flow }1 Emissions in any single year, such as the 8.5 
GtC emitted in 1990, represent a small fraction of the extra 190 GtC accumulated 
since the beginning of industrialization. This damage relation contrasts with 
traditional pollutants, such as particulates, SOx, NO^, etc., whose damages depend 
on the annual emission level because they dissipate rapidly in the environment.

The scale of Fig. 2 masks the fact that marginal mitigation benefits/emission 
damages actually fall from $7.45 to $7.37 as emissions rise from 5 to 15 GtC. This 
is surprising because we generally assume convex damages: As we pollute the 
environment, there ought to be increasingly dire consequences from each 
additional ton. In the case of climate change, however, a key physical relationship 
connects the logarithm of atmospheric greenhouse gas concentrations to the 
change in temperature.22 That is, there is some fixed (but unknown) temperature 
change associated with each doubling of the level of carbon dioxide and other 
GHGs in the atmosphere -  thus as we emit more, the marginal temperature change 
is actually less. This feature coupled with quadratic damages due to temperature 
change guarantees a very flat and slightly concave benefit/damage relation. We 
revisit this assumption in Section 4.

3.2. Comparative advantage o f prices over quantities

Under the assumptions made by Weitzman, the optimal permit level is simply 
the emission level where expected marginal benefits equal expected marginal costs 
and the optimal tax level is similarly the expected marginal benefit at that 
intersection. Thus P *  =  $7.50 and Q* =  12 GtC indicate the optimal tax and 
permit policies in 2010 for controlling GHG emissions based on a Weitzman 
analysis. Calculating the slopes at the intersection, B" = 0 and C" =  5 .4$ /(tC *

20The actual 95% marginal cost quantile at 8.5 GtC is $180/tC .
2‘More specifically, temperature change depends on the GHG stock and damages depend on 

temperature change.
22See Eq. (2.9) in Nordhaus (1994b).
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GtC), and setting a 2 equal to the variance of marginal costs at the optimum, 270 
($ / tC ) \  allows a rough calculation of the welfare gain of taxes over permits using 
Eqs. (1):

270 ($ /tC )2
A = ---------- - r -------------- 7(5.4 -  0 $/(tC  • G tC ))«  $25billion.

2 • (5.4 $ /(tC  • GtC))2

Discounting this to 1995 (the base year of the model) with a 6% discount rate 
suggests a gain of $10 billion from using taxes instead of permits -  just in the year 
2010.

This analysis based on Fig. 2 provides important intuition and a rough 
approximation of the welfare consequences of taxes and permits. However, it 
ignores important failures of the Weitzman assumptions in the current exercise. 
Costs are not quadratic and the quantity control is not binding in all cases.23 In 
order to overcome these limitations, we now turn to the direct evaluation of social 
welfare.

Numerically maximizing expected welfare over the range of possible price and 
quantity controls in 2010, we find that the optimal price policy is a $7.50/tC  tax, 
yielding a $2.5 billion gain, and the optimal quantity policy is a 13 GtC emission 
limit, yielding a $0.3 billion gain.24 The positive gain associated with price 
controls is quite robust: Taxes of up to $20/tC  (almost three times the optimal 
level) continue to generate positive expected benefits. In contrast, quantitative 
targets below 12 GtC have negative expected benefits. A policy set at 8.5 GtC -  
the emission level in 1990 and 20% below the median emission estimate in 2010 -  
yields a expected net loss of $10 billion.

The difference between optimal policies based on these direct simulations, $2.2 
billion, is considerably less than the estimated value based on Fig. 2, $10 billion. 
While the Weitzman approach provides good qualitative intuition about the relative 
advantage of price- and quantity-based policies, the violation of key assumptions 
clearly limits its quantitative application in this setting.25

3.3. Optimal policy paths

Up to this point the analysis has focused on the costs and benefits of different 
policies in a single year. The problem of climate change, however, is spread out 
over decades if not centuries. Policies to combat climate change may remain in

^U ncontrolled emissions in 2010 are less than Q*  =  12 GtC in many o f the simulated outcomes; see 
Figs. 1 and 2 .

24W hen optimizing over quantity controls, we require that emissions be at or below the specified 
quantity target in all states of nature (emissions will fall below the quantity target if  uncontrolled 
emissions are low).

25See Yohe (1978) and Watson and Ridker (1984) for further discussion.
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place for a long time. Further, it is not obvious whether the results comparing 
different instruments in a single year are appropriate for a multi-period analysis. In 
particular, policies in future periods may influence the choice of policy in 2010.

We now consider optimal policy paths for both taxes and permits. To compute 
optimal policies, these paths are parameterized with six values describing the tax 
or permit level in 2010 (the first year of implementation), 2020, 2040, 2070, 2110 
and 2160. Policies in intervening years are based on smooth interpolations,26 
except the level in 2160 which is allowed to be discontinuous and is held fixed 
through the end of the simulation (2245). The length of the simulation as well as 
the spacing of the policy parameters were chosen to emphasize policy evaluation 
in the 2000-2100 period and especially the early 2000-2050 period.

Fig. 3 shows the optimized permit and tax policies over 2000-2100. In the top 
panel, we see the optimal quantity limit on global greenhouse gas emissions. 
Interestingly, the optimal permit level of 13 GtC in 2010 is roughly the same as 
the optimal permit level determined in the one-period analysis. There are two 
explanations. First, given the large initial stock of GHGs in 1995 (190 GtC above 
the pre-industrialization level), emission reductions do not substantially affect the 
GHG stock for many years. Second, as we noted in the previous section, the 
marginal benefits are flat over a wide range of stock levels. Thus, future policies 
are unlikely to affect the value of discounted marginal benefits today both because 
marginal benefits are flat and, even if they were not flat, significant changes in the 
stock level will not occur for many years, leading us to discount the value of those 
changes in present value terms.

A second observation is that a proposal to reduce emissions to their 1990 levels 
(roughly 8.5 GtC) and to then maintain (or further reduce) that level in the future is 
far below the optimal permit level in these simulations, a point emphasized in 
Nordhaus’ original analysis. In particular, the optimal permit level rises in the 
future to accomodate growth in population and productivity. While it is more 
useful to focus on the near-term policy implications -  specifically the fact that 
they are essentially independent of future manipulations of the GHG stock -  this 
second point shows that our historical experience with growth and technology 
coupled with our current climate damage assumptions is inconsistent with 
stabilizing long-term GHG emissions.

Finally, we note that when the optimal permit policy is implemented it improves 
welfare on average by $69 billion discounted to 1995 (total discounted benefits 
minus total discounted costs). This can be compared to annual global output in 
1995 of $24 trillion.

The bottom panel of Fig. 3 shows the path of carbon taxes that maximize 
expected welfare. The initial tax of $7.35 is close to, but slightly lower than, the 
tax computed in the one-period analysis. Unlike the optimal permit policy which

26Policies are interpolated to 10-year intervals using a cubic spline; annual policies are linearly 
interpolated from the 1 0 -year values.
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Fig. 3. Optimized permit and tax policies over time.
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relaxes over time in order to accomodate growth, the optimal tax policy becomes 
more stringent in the future. This occurs because a given tax encourages 
proportional reductions -  if the economy doubles and the tax remains the same, 
emissions will double. Although some increase in emissions is desirable as the 
economy grows, a proportional increase is not. Therefore the optimal tax must 
increase in stringency at the same time an optimal permit system must be relaxed. 
When this optimal tax policy is imposed, it improves welfare on average by $338 
billion. Compared to the $69 billion gain under the optimal permit instrument, this 
represents an expected improvement that is five times higher.

4. Catastrophic damages

We have noted that the efficiency gains associated with price-based regulation 
follow largely from underlying assumptions about climate behavior and the likely 
economic consequences. Let us now consider how the results change if these 
assumptions are relaxed. There are at least two rationales for considering this 
possibility: The climate might behave in a more dramatic, non-linear way than 
specified by Schneider and Thompson (1981) and subsequently used by Nordhaus 
(1994b) and Pizer (1999). Alternately, the economic consequences of climate 
change -  with which we have little experience -  might be more convex than 
suggested by a quadratic damage function.27

For transparency we focus on the latter possibility, that damages are increasing-
ly convex, and consider the impact of changing the exponent in Eqs. (3). 
Specifically, we consider a modified damage function of the form

fractional reduction in GDP due to damages =  D0 X  (T/3)d] (3a)

where d x is allowed to take on values 2-12. Note that by writing the damage 
function such that (773) is raised to the exponent d {, the “ kink” in the damage 
function is fixed at 3 degrees and D0 continues to reflect the damage associated 
with this amount of warming.28

It turns out that one additional modification is necessary to conduct the 
sensitivity analysis. Earlier, it was noted that the choice of policy in 2010 was 
relatively insensitive to whether or not mitigation policies were implemented in 
future years. This allowed us to consider isolated price and quantity controls in 
2010 without worrying about what occurred in the future. It also allowed us to 
consider policies over a 50- or 100-year horizon without worrying that the 
250-year simulation horizon would be too short to produce sensible results. This

27For a more general discussion of catastrophic damages, see Gjerde et al. (1999).
28It is possible to treat the kink as unknown, but this only smooths out the non-linearity. Sensitivity 

analysis in this direction does not qualitatively alter the price/quantity  comparison.
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ability to focus on near-term policies is lost when damages acquire catastrophic 
proportions. The choice of current policy depends on how well we avoid 
catastrophes in the future. In the absense of future controls, for example, it 
becomes desirable to increase emissions now in order to create short-term damages 
that reduce the capital stock and thereby reduce emissions in the future indirectly -  
a rather perverse result. Even when future controls are included, welfare estimates 
become sensitive to the simulation horizon and to minute policy changes hundreds 
of years in the future, obscuring the effect of near-term policies.

In order to continue our focus on the near-term distinction between price and 
quantity controls, we hold future policy constant in a sensible way across all of our 
policy simulations. Specifically, emissions after 2060 are costlessly reduced to 6 
GtC, a level that avoids any catastrophes in the distant future if prudent policies 
are pursued in the near term.29 The elimination of mitigation costs after 2060 leads 
us to a slightly different comparison of prices and quantities under the benchmark 
assumption of quadratic damages discussed previously: Prices generate a $138 
billion expected gain while quantity controls generate only $20 billion. Compared 
to the analysis in Section 3.3 this raises the relative advantage (price gain -r- 
quantity gain) from a factor of five to a factor of seven.30

Fig. 4 shows how this difference between prices and quantities varies as the 
damages become increasingly non-linear (dl >  2). In the top panel, indicating the 
expected welfare difference between prices and quantities, A in Eqs. (1), we see 
that prices continue to be preferred until the non-linearity becomes quite large. 
This crossover occurs when d { ^ l .  With this degree of non-linearity, best-guess 
damages rise from 1% of global output with 3 degrees of warming to 9% with 4 
degrees of warming.31 A second observation in the left panel is that initially the 
comparative advantage of prices over quantities increases in absolute terms as 
marginal damages become steeper, apparently violating Weitzman’s Eqs. (1). That 
is, as dj in Eqs. (3a) rises from two to three, the marginal benefit slope b2 in Eqs. 
(1) presumably rises as well -  which should reduce A. Such a conclusion is 
mistaken, however, as both cr2 and c2 (the variance of cost shocks and slope of 
marginal costs) in Eqs. (1) may be changing along with the marginal benefit slope 
as d { rises.

290 f  course, one could argue that the most im portant effect o f near-term policy should be its 
influence on future emissions and mitigation costs, not current emissions. However, such an effect is 
arguably more dependent on the aggressiveness of mitigation policy than the choice o f policy 
instrument. Since this paper is tightly focused on the issue o f instrument choice, and since such 
connections between current and future policy are probably more complex than the current model 
allows, our emphasis on near-term emission reductions and mitigation costs remains a sensible starting 
point.

30This should not come as a surprise since we are now more focused on the near term and the ratio 
for a single year discussed in Section 3.1 is more than a factor eight ($2.5B +  $0.3B).

3,The actual damage function is 1 - ( 1  + D 0(T /3 )d')~ '\  see Nordhaus (1994b). The distinction 
between this expression and Eqs. (3a) is only important at high damage levels.
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Fig. 4. Effect of non-linear damages on the relative advantage of price mechanisms.

In the bottom panel, another pattern arises. When we consider the ratio of 
welfare gains under prices and quantities, that is,

expected welfare with optimal price controls -  expected welfare without any mitigation 

expected welfare with optimal quantity controls -  expected welfare without any mitigation

that ratio may be much larger than one but never falls noticeably below one.32 In

32The smallest value of this ratio is about 0.95 when d{ -  9.
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other words, when d { =  12 the $600 billion dollar advantage associated with 
quantity controls, shown in the left panel, pales in comparison to the roughly $34 
trillion dollar expected welfare gain associated with either policy, generating a 
ratio near one in the bottom panel. However, when d, =  2 the $118 billion dollar 
difference is quite large compared to the $20 billion dollar gain associated with the 
optimal quantity policy. Here, the ratio of the gains associated with a price price 
policy is almost a factor of seven times larger than the gains associated with a 
quantity policy.

Why is the gain from an optimal quantity policy never more than a few percent 
higher than the gain from an optimal price policy? Quantity controls are only 
preferred when marginal damages are quite steep. In this case, the gains from any 
policy to drastically reduce emissions -  even an inefficient one -  will be large. 
Although price controls will necessarily over-control in some cases in order to 
guarantee adequate control in others, this inefficiency will be small relative to the 
gain from reduced damages. In the extreme, sufficiently high prices will induce 
100% abatement and will be equivalent to a quantitative ban on emissions.33

When we look more closely at the simulations, we see that this is indeed the 
case. In the absence of any policy, the likelihood that temperatures rise by more 
than 4 degrees by 2100 exceeds 9%. In the presence of catastrophic damages 
(dl =  12) optimal price and quantity controls both reduce emissions in such a way 
that the temperature increase never exceeds 4 degrees -  roughly the point where 
the catastrophic consequences begin. Fig. 5 shows the actual policy choices. In 
terms of quantity controls, the optimal policy involves an emission limit of 10 GtC 
from 2010 through 2060. In terms of price controls, it involves a tax that begins at 
about $15 per ton in 2010 and rises to more than $500 per ton by 2060. These are 
considerably more aggressive than the policies based on quadratic damages.

5. Hybrid policies

As pointed out in Section 2.1, a hybrid permit policy -  where an initial quantity 
target is coupled with a trigger price at which additional, above-target, permits are 
sold -  will perform at least as well as either a pure tax or permit scheme (which 
are counted as special cases). We now explore the extent to which this is true for 
climate change mitigation policies and then consider the welfare consequences of 
certain suboptimal policies.

5.1. Optimal hybrid policies

We return to the case of quadratic climate damages and begin with the choice of

33An important distinction between the real world and the stylized world o f W eitzman (1974) is that 
real cost shocks are not arbitrarily large; we can impose price policies that for all practical purposes 
guarantee a certain level o f emissions.
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Fig. 5. Optimal policies with quadratic and catastrophic damages.

policy in 2010. A hybrid policy in the year 2010 can be represented by an arbitrary 
point in a two-dimensional plane, where one dimension is the initial quantity target 
and the other dimension is the trigger price. Picking any point in that plane, we 
can use our climate-economy model to compute the expected welfare gain of the 
policy represented by that point. Repeating the process over a grid of quantity 
target/trigger price combinations, we can create a surface summarizing the welfare 
gains associated with those policies. Fig. 6 plots this surface for initial permit 
levels of between zero and 15 GtC and trigger prices of between zero and 25 $/tC .

The proper way to read Fig. 6 is to note that for a grid of emission targets (0 -15



Climate Change 411

W.A. Pizer / Journal o f  Public Economics 85 (2002) 4 0 9 -4 3 4  429

Fig. 6. Net expected policy benefits of alternative hybrid permit policies in 2010.

GtC) and trigger prices (0 -$25 /tC ), the expected welfare gain relative to business 
as usual (no policy) is plotted on the z-axis in net present value terms. For low 
permit levels ( <  5 GtC; back right edge of figure), the policy is essentially a tax 
and the surface traces out, from front to back, the welfare gain associated with a 
pure price policy. Similarly, for high trigger prices ($25/tC ; front right edge of 
figure), the surface roughly traces, from left to right, the welfare gain associated 
with a pure quantity policy.

The global optimum, a 5 GtC target and $7/tC  trigger price, yields a welfare 
gain that is imperceptibly higher than the $2.5 billion gain achieved with a straight 
tax of $7.50/tC.34 More importantly, however, it performs considerably better than 
even the best pure permit policy. Relative to sub-optimal permit policies -  such as

34Such a policy is remarkably close to the proposal suggested by M cKibbin and W ilcoxen (1997). 
They advocated 1990 emission levels as the permit volume coupled with a $10/ton  C trigger. 1990 
global controllable GHG emissions were 8.5 GtC.
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a 1990 emission level with its noted $10 billion expected loss -  any of the policies 
depicted in Fig. 6 perform better, with none losing more than $1 billion.

When we consider the path of optimal hybrid policies in the future, it turns out 
that the path of the optimal trigger price is nearly identical to the path of the 
optimal tax level shown in the bottom panel of Fig. 3. As long as the quantity 
target is low enough (roughly 10 GtC) to ensure that the trigger price is reached 
most of the time, the specific value of the target is unimportant. This result, that 
expected welfare is maximized regardless of the quantitative target as long as we 
couple the target with a well-chosen trigger price, may be particularly useful in the 
context of the ongoing debate over both domestic and international climate policy.

In particular, there has been a consistent emphasis on quantity-based regulatory 
schemes in the US and abroad for a variety of political reasons. Permit systems, 
for example, allow a flexible distribution of the rents associated with emission 
rights. By avoiding the label of a “ tax,” permits also escape the negative 
associations many people have with income and property taxes. Yet, these same 
quantity-based schemes eventually meet with considerable resistance over the 
potential cost of mitigation. This analysis suggests that such resistence is well- 
founded: The risk of high mitigation costs significantly raises the expected burden 
of quantity-based regulation, even if the best-guess burden is low.

Not only does this risk raise the expected burden of quantity-based regulation, it 
also threatens to become a self-fulfilling prophesy. If firms and other private agents 
remain skeptical that a domestic or international policy will remain in force in the 
face of high costs, for example, they may defer mitigation action, delay innovative 
research and maintain less efficient, out-dated capital equipment. Such action 
could, in turn, lead to exactly the high cost outcome that forces governments to 
reformulate the policy.

Without abandoning many of desirable features associated with a permit 
mechanism, however, a hybrid policy transparently reduces if not eliminates the 
risk of high costs, making it a promising policy option.

5.2. Sub-optimal policies

Recognizing that real-world policies usually deviate from the optimal programs 
proposed by economists, it is useful to ask how well certain sub-optimal policies 
perform. In particular, the 1997 Kyoto Protocol seeks a quantitative limit on 
emissions that is slightly below 1990 emission levels.35 The previous section 
suggests that a cap on the global permit price via a hybrid mechanism could offer 
substantial welfare improvements over the pure quantity target.36

35This limit, however, only applies to developed countries. Allowance for both GHG sinks as well as 
unintentional reductions in Eastern Europe also affects the target.

36A s delegates continue to work out important provisions o f the treaty -  including the definition of 
“ compliance” -  there are a number of proposals that incorporate price-like, hybrid features.
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Table 1

Trigger 
price ($ /tC )a

Expected 
welfare gain

5 181

1 0 237
2 0 272
30 256
50 146
70 - 1 4

1 0 0 - 2 8 7
150 - 7 3 9
no trigger price -3 3 5 9

Net benefits o f hybrid policies with 1990 emission targets; 
(expected net present value in 1995 Sbillions; policies begin in 
2010)

a Both the trigger price and target are fixed from 2010 forward.

Table 1 shows the effect of different trigger prices on a policy that otherwise 
limits global emissions to 1990 levels beginning in 2010 and continuing through 
the end of the simulation. Not surprisingly, the “ no trigger price” option (e.g., a 
true quantity policy) entails the greatest losses, on the order of $3 trillion in net 
present value. This is analogous to the results in the single-period simulations 
where we noted that low quantity targets generated large welfare losses.37 
Surprisingly, trigger prices as high as $50/tC  still generate positive welfare gains 
even though the optimal hybrid trigger price (identical to the optimal tax level 
shown in the bottom panel of Fig. 3) remains significantly below $50/tC  for the 
next 100 years.

A second observation from Table 1 is that even as the trigger price approaches 
$100/tC, the expected welfare loss remains an order of magnitude lower than the 
pure permit approach. At $100/tC, the expected loss is around $300 billion -  
versus $3 trillion using permits alone. Even with a tax of $250/tC  (not shown), the 
expected loss is cut in half. This highlights the role of a trigger price as a “ safety 
valve” for adverse cost outcomes.38 In 2010, there is barely a one-in-four chance 
that additional permits will be sold at a trigger price of $100/tC. Yet, the expected 
loss is reduced by a factor of ten. Regardless of whether one is confident about the 
exact welfare outcomes presented in this paper, the potential for a hybrid permit 
policy to reduce extremely adverse cost outcomes should be clear.

37E.g., the $10 billion loss associated with a target o f 1990 emissions in 2010.
380 ne could also imagine there is an implicit safety valve in any permit system -  that policy will be 

revised if it turns out to be too expensive. W hile such an approach suffers from the credibility issue 
noted earlier, it does avoid the immense welfare losses associated with an unrevised permit policy (I 
thank Lans Bovenberg for making this point).
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6. Conclusion

Discussions of alternative tax and permit mechanisms for combating climate 
change have generally ignored the fact that the costs are highly uncertain. Such 
uncertainty can lead to large efficiency differences between the two policies. This 
paper has explored this question in the context of an integrated climate-economy 
model capable of simulating thousands of uncertain states of nature.

The resulting welfare analysis indicates that taxes are much more efficient than 
permits for controlling GHG emissions -  by a factor of Jive to one ($337 billion 
versus $69 billion in net benefits). This derives from the relatively flat marginal 
benefit curve associated with emission reductions. Relatively flat marginal benefits 
are partially a product of the assumed quadratic damage function and partially a 
generic feature of stock pollutants like GHGs. An alternative assumption of abrupt 
and catastrophic damages -  with damages rising from 1% to 9% as temperatures 
increase from 3 to 4 degrees -  is sufficient to reverse the preference for price 
controls. Under these conditions, however, both price and quantity controls 
produce enormous welfare gains relative to the absence of any policy, dwarfing the 
difference between them.

In addition to pure tax and permit systems, this paper explored the possibility of 
a hybrid permit system. The hybrid policy involves an initial allocation of permits 
followed by the subsequent sale of additional permits at a fixed trigger price if 
costs are unexpectedly high. The optimal hybrid policy offers an imperceptible 
welfare improvement over the optimal tax policy. Yet it achieves this efficiency 
while maintaining the potential to flexibly distribute the rents associated with 
emission rights. Viewed as a modification to an aggressive permit policy, it leads 
to significant welfare gains even when the trigger price is above the optimal level. 
Finally, a hybrid policy offers a more predictable -  and therefore credible -  
alternative to an aggressive quantity target where unexpectedly high costs could 
lead to policy revisions or even abandonment. Such credibility enhances the 
likelihood that firms will move ahead with investments to reduce control costs. 
Taken together, the improved flexibility, welfare outcomes, and credibility make 
the hybrid policy an appealing alternative to either permit or tax policies alone.
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Technologies, energy systems and the 
timing of C02 emissions abatement

An overview of economic issues

M ichael Grubb
Energy and Environmental Programme, Royal Institute o f International Affairs, I OS* James's Square, London SWl Y 
4LE, UK

This paper provides an overview of economic issues involved in timing limitations on C 0 2 emissions 
from energy systems. It highlights issues relating to technology availability, development and diffu-
sion, and the inertia of energy systems, as being particularly important The paper sets this in the 
context of wider uncertainties surrounding the problem and briefly considers other aspects relevant 
to timing. The paper is stimulated by the debate in the USA about optimal abatement paths, in par-
ticular recent claims that it would be economically preferable to defer such abatement action, in 
favour of measures that support technology development but do not affect emission trends for many 
years. This paper categorizes the various economic issues involved and concludes that for each eco-
nomic argument that has been advanced to justify deferring emission constraints, there are counter-
vailing economic arguments that could be used in support of rapid near term emissions abatement. 
Rational policy lies between these extremes. A policy of deferring all emissions abatement exposes 
economic systems and industries, as well as the environment, to significantly greater costs and risks 
than those arising from a more balanced approach. Furthermore the modelling studies that have 
been used to justify deferring emissions abatement do so because they embody the economic factors 
favourable to delay and largely neglect the countervailing issues, to the point where their results 
have little relevance to the overall problem of timing emissions abatement. © 1997 Elsevier Science 
Ltd. All rights reserved
Keywords: C 02 emissions; Abatement; Optimal pathways

Climate change poses one of the biggest dilemmas for en- 
ergy policy, both within governments and within industries. 
Among the core issues to be considered are those surround-
ing the timing of emission constraints: given all the uncer-
tainties and the very long time horizon of the climate 
change problem and of energy systems, how much effort 
should be put into limiting emissions at present. This paper 
attempts to set out the range of economic issues that need to 
be considered in making a comprehensive assessment of the 
timing issue relating to C 0 2 emission limitations and draws 
a number of qualitative conclusions.

The formal Objective of the UN Framework Convention 
on Climate Change includes ‘stabilization of greenhouse 
gas concentrations at a level that would prevent dangerous 
anthropogenic interference with the climate system’. Al-
though the Objective and the later Convention text also con-
tains references to the importance of limiting rates of

change and the need for an approach which adjusts to the 
accumulation of knowledge, 1 the emphasis upon long-term 
stabilization has led to various analyses looking at emission 
pathways under fixed objectives for stabilizing concentra-
tions. Analysis has focused upon C 0 2 as the single most 
important gas in terms both of its projected contribution to 
the problem and the potential economic implications of 
control.

The IPCC Second Assessment Report illustrates that 
various different emission pathways can be followed to-

■‘Thc ultimate Objective of this Convention .. is to achieve ..stabilisation 
of greenhouse gas concentrations at a level that would prevent dangerous 
anthropogenic interference with the climate system. Such stabilisation 
should be achieved within a time frame sufficient to allow ecosystems to 
adapt naturally, to ensure that food prodution is not threatened and to en-
able economic development to proceed in a sustainable manner’. UN 
Framework Convention on Climate Change, Article 2; Objective.
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Figure 1 Technology menus and development: current situation technology portfolio 
(How far to go along the curve?)

Figure 2 Technology menus and development: exogenous technology development 
(autonomous and government R&D) (Do R&D then sprint?)

Figure 3 Technology menus and development: exogenous plus induced technology 
development (autonomous and R&D and market) (Start walking and see)

wards stabilization, including (for higher concentrations) 
pathways in which emission constraints are deferred by pe-
riods of years to decades (Houghton et ai, 1996). A paper

by Wigley et al. (1996, hereafter the WRE paper) presents 
this carbon cycle modelling analysis, and has attracted 
widespread attention for its suggestion that pathways in
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which abatement is deferred would be economically prefer-
able.2 This was justified in part by reference to economic 
modelling studies that used resource allocation/equilibrium 
models, which are discussed below.

The WRE paper states that four main reasons justify the 
belief that deferring C 0 2 emissions abatement may be eco-
nomically preferable: technical progress; capital stock con-
siderations; positive marginal product of capital 
(discounting); and greater absorption of C 0 2 emissions 
emitted earlier. This paper explores the economic issues 
surrounding the optimal timing of C 0 2 constraints, struc-
turing the issues similarly but setting each in a broader con-
text, as follows.

This paper first explores technical change and empha-
sizes that it is part of a broader set of issues surrounding the 
availability and evolution of energy technologies and sys-
tems and the way in which such systems respond to differ-
ent inducements or pressures. I show that assumptions 
concerning these processes, many of which fall outside the 
purview of global economic modelling studies, have a pow-
erful impact on the timing problem.

Capital stock is similarly but one aspect of a broader set 
of issues surrounding the inertia of complex, interrelated 
and capital intensive systems such as energy. The analysis 
here emphasizes that capital stock investment and turnover 
are continuous processes and that inertia increases the costs 
of rapid action whether now or in the future. The appropri-
ate trade-offs and implications for timing being determined 
by the characteristic timescales involved and tentative mod-
elling are presented to give some insight into this.

I then turn to consider the limitations of analysis framed 
in terms of optimal trajectories towards pre-set stabilization 
goals, emphasizing that the whole exercise must be set in a 
framework of uncertainty and learning and demonstrating 
that recognizing this can have radical implications for the 
issues of optimal timing.

This in turn highlights the limitations of focusing solely 
upon long-term stabilization as an external constraint. I 
therefore extend the discussion to include more explitly is-
sues of climate impacts including rates of change and illus-
trates that such impacts need to be considered explicitly to 
give a balanced insight into the influence of discounting 
and the carbon cycle upon optimal emission trajectories.

Finally, a note on economic modelling is presented and 
the strength and weaknesses of the different modelling ap-
proaches so far employed. Conclusions then seek to bring 
together the insights of the analysis.

2See Wigley et al. (1996). Tom Wiglcy, the lead author of the WRE paper, 
has objected to economic critiques of the WRE paper on the grounds that it 
is primarily a scientific paper and contains no economic modelling. This 
paper refers the WRE analysis in this context only because the paper does 
contain central economic assertions and it is these that have received con-
siderable policy and political attention, and these assertions do unfortu-
nately downplay or neglect many of the issues addressed in this paper, as 
do the modelling studies to which the WRE paper refers in its brief eco-
nomic discussion. Some of the countervailing issues are indeed noted later 
in the WRE paper as caveats requiring further consideration, which this 
paper seeks to provide.

Technical change

Technical change is key to finding low-cost solutions to the 
climate problem. Given the combined pressures of popula-
tion and economic growth, the radical relative reductions in 
C 0 2 emissions that would be required to stabilization the 
atmosphere in the next century can only be achieve at low 
cost if technologies for much greater efficiency and carbon- 
free supplies can be improved substantially.

Technical change can have an important influence on is-
sues of timing abatement. If technical change acts to make 
abatement cheaper in the future, then ceteris paribus it 
would apparently be cheaper to wait until such cost reduc-
tions occur before embarking upon much abatement. It is 
indeed clear that widespread and premature deployment of 
technologies that are inadequately developed and whose 
costs will decline, may well be more costly than deferring 
such deployment and for little benefit.

Overall however the issue of technical change is much 
more complex than this suggests and four kinds of issues 
need to be clarified.

The continuum o f abatement options 

The first is that there are a wide range of options and tech-
nologies for limiting emissions, at varying cost levels and 
with different prospects for cost reductions. Even when we 
have exhausted ‘no regrets’ options that can be imple-
mented at no costs, there are a wide range of options, in-
cluding many cheap ones such as incremental 
improvements in building insulation, car and appliance effi-
ciency etc.3 The IPCC s Working Group II report details a 
huge range of such options.

An economic representation of this is illustrated in Fig-
ures 1-3, which shows an estimate of the ‘abatement cost 
curve’ for C 0 2 reductions derived by Nordhaus from a 
number of (mostly top-down) studies (Nordhaus, 1991). 
Clearly even after all ‘negative cost’ options have been uti-
lized, some additional reductions can be achieved at very 
modest costs, as one would expect; with a fixed cost curve, 
the cost then rises steadily as greater reductions are sought.

Over time, technology development can be expected to 
lower technology costs and thus move the curve to the 
right. The argument that technology development will re-
duce abatement costs in the future appears to have been in-
terpreted as an argument for deferring emissions abatement 
in general, i.e. waiting at the origin while governments pur-
sue sufficient new R&D and then moving rapidly to exploit 
a wide range of technologies once there has been ‘enough’ 
(in some unspecified sense) development. It may be charac-
terized as a ‘do R&D, then sprint’ approach.

3The extent of negative-cost and low-cost options is actually a very import-
ant question in the context of the WRE paper, since its conclusions are 
claimed to be policy relevant and are stated in terms of near-term emission 
levels. Some studies claim that most OECD countries could at least stabi-
lize emissions in the near term by implementing such low-cost measures; 
the Working Group II report of the IPCC’s Second Assessment Report lists 
a plethora of such options.
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Alternatively, one could move steadily along the curve 
but remain in the region of fairly low (but non-zero) abate-
ment costs. If and as technology development shifts the 
curve to the right, more options will become available at 
modest cost (if we find that we are starting to climb too far 
up the cost curve, so that it is getting expensive, then it 
should always be possible to ease off while development 
continues). This could be termed a steady walk approach 
and it is not obvious that it involves much higher costs than 
waiting -  depending upon how ambitiously one moves up 
the curve.

Induced technology development

The above discussion assumes that all technological devel-
opment occurs independently of emission abatement ef-
forts. This reflects an idea of technology development as an 
exogenous process -  the idea that technology development 
occurs independently of market conditions. This would 
apply, for example, to the extent that technology develop-
ment represents an automatic accumulation of knowledge, 
or is fostered primarily by government R&D.

In fact, the idea that new technologies develop au-
tonomously, or arise primarily because governments pay to 
develop them, is an idea that economists who work on tech-
nology issues abandoned decades ago. More than thirty 
years ago, Arrow (1962) noted that much knowledge is ac-
quired through learning by doing and explored the eco-
nomic consequences of this; see also some of the reviews in 
Dasgupta and Stoneman (1987). Government R&D can 
help but most effective technology development and dis-
semination is done by the private sector in the pursuit of 
markets. In other words, much technology development is 
induced by market circumstances -  market experience 
leads to cost reductions and expectations about future mar-
ket opportunities determine how industries deploy their 
R&D efforts.

This is not surprising, since in fact corporate R&D 
swamps that by governments in most countries. The energy 
sector in the 1980s provided powerful examples of the fact 
that technology development depends powerfully upon 
market conditions. The cost of offshore oil platforms fell 
greatly as companies sought to keep operations economic 
in the face of declining oil prices. The costs of wind energy 
fell threefold over the 1980s as an artificial market was cre-
ated in California and then steadily tightened, and has con-
tinued to do so as supports have shifted to European 
markets. Even gas turbine/combined cycle stations started 
their major developments as natural gas and electricity sys-
tem conditions emerged to make a market available (for a 
detailed account of some of these developments see Gmbb 
and Walker, 1992).

In these circumstances, it is in steering the markets that 
governments may have the biggest impact on technology 
development (though government R&D can also play an 
important role for technologies still in an early stage of de-
velopment). This can also be illustrated with reference to 
Figure 3. Induced technology development implies that the 
act of moving steadily along the curve helps to push the

curve further to the right. In other words, abatement efforts 
generate market opportunities, cash flows and expectations 
that enable industries to orient their efforts and learning in 
the direction of lower carbon technologies. Hence, on this 
model, action itself generates cheaper technological options 
arising out of accumulating experience.4 In this case, defer-
ring emission reductions simply delays or slows down the 
generation of options that can address the problem at low 
cost.

Therefore, conclusions about how technology develop-
ment affects optimal timing hinges critically upon the as-
sumptions made about how technology develops. The 
evidence suggests that an important role needs to be ac-
corded to the potential for inducing technology develop-
ment through actions that affect energy markets. Various 
policies can affect energy markets and provide appropriate 
stimuli, but abatement itself is probably the most direct and 
broad-ranging. Notably, policies that act to constrain C 02 
emissions will tend to create incentives in energy markets 
to turn the bulk of corporate energy R&D away from im-
proving fossil fuel technologies towards developing and de-
ploying lower carbon technologies.

Technology clustering and lock-in

A third important issue in technology development is that 
of clustering, and related effects of Mock-in and ‘lock-out. 
Studies of the economics of technology development have 
demonstrated that technological development tends to be 
strongly biased towards existing modes (see for example 
Nakicenovic and Grubler, 1991). Industries that have a 
large market share in any particular technology can spend 
large R&D and other resources trying to make incremental 
improvements to those technologies to protect their existing 
position, and try in various ways to discourage the emer-
gence of new options with which small competitors might 
threaten their pre-eminence.

Furthermore, no industry exists in isolation but is, rather, 
part of a very extensive network, dependent upon infras-
tructure, supplier relationships and consumer outlets, as 
well as interrelated technologies. Consequently, technologi-
cal trends have an evolutionary character, with interrelated 
lines of development and deployment. On the grand scale, 
‘Kondriatev waves’ of interrelated technological develop-
ments (such as the internal combustion engine combined 
with petroleum extraction and refining technologies and 
distributional infrastructure) have been proposed. On a 
smaller scale, a whole disciplinary approach of morpholog-
ical analysis has been developed to explore the interrated 
evolution of particular technological strands (e.g. with de-

4N ote  that one objection  that has been raised to this is the fact that stim u-
lating innovation  in one sector (e .g .. energy) m ay reduce innovation  in an-
other sector, so  that there is no  ‘free lunch*. In fact, the ev id en ce  for this is 
rather slim : it is not all ob v io u s that ch a llen g es in one sector do  in general 
ca u se  them  to draw  'in n ovation  re so u rces’ from  e lse w h e r e , though the 
p o ssib ility  d eserves further em pirical study. H ow ever, the broader argu-
m ent about the im plications o f  adaptability d o es not h inge upon this issue: 
it sim p ly  asserts that the ab ility  to innovate and d eve lop  alternate system s  
g iv e s  us so m e  freedom  in h ow  to orient d ev e lo p m en ts  in our eco n o m ic  
system s with respect to environm ental im pacts.
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tailed studies of ferrous metal technologies) (Nakicenovic 
and Grubler, 1991).

Such factors give rise to phenomena of technological 
‘lock-in’ and ‘lock-out’. For example, as the steam turbine 
began to dominate electricity supply, R&D expenditure be-
came focused upon making marginal improvements in their 
performance. Conversely, the technology of refrigeration 
using hydrocarbons that developed in Central Europe in the 
1930s withered as CFC refrigeration developed, and has 
only very recently been revived, with little intervening de-
velopment until the pressure of the CFC phaseout.

Because of such phenomena, it can be very difficult for 
new technologies to be adequately developed and brought 
into the market quickly. Thus, establishing market share 
takes time and appears to be a very important prerequisite 
for adequate technological development, because such de-
velopment depends on cumulative corporate R&D and the 
parallel evolution of a series of interrelated industries.

On all three counts therefore -  tehnology availability, 
technology development processes and technology cluster-
ing -  understanding the economics of technology evolution 
is extremely important to climate change policy. A rounded 
understanding suggests strongly that developing markets 
for low carbon options, for example by emission reduction 
programmes, is a very important part of fostering the devel-
opments required to achieve low cost, long term reductions.

Adaptability in energy systems

Put together, these various features of induced technology 
development, technology clustering etc. form a basis for 
expecting that energy systems are to an important degree 
adaptable -  over time, they can and have developed to ac-
commodate various constraints. This is hardly surprising 
given the issues set out above and this evidence is comple-
mented by analyses of responses to the oil shocks (e.g. in 
Japan) and by international comparisons that show just how 
different energy systems can be, as summarized in Grubb et 
al. (1995).

In that paper we show that if appropriate technology and 
systems development is indeed induced by emission con-
straints, it stands the argument about waiting for cost reduc-
tions on its head. Rather it becomes optimal to act earlier 
with steady pressure, so as to stimulate the necessary tech-
nological and systemic developments. This is hardly sur-
prising; it is all indication that complex technological 
systems evolve, but that they may need significant pres-
sures to evolve in different directions, for example in the di-
rection of minimising particular external environmental 
impacts that have previously not affected corporate invest-
ment and R&D decisions.

Similar insights are developed in an analysis by Hour- 
cade (1993), who discusses the ‘flexibility’ of the French 
energy economy in terms of different development paths. 
His study models explicitly the role of policy in accelerat-
ing paper technology diffusion and develops scenarios that 
differ widely in C 0 2 emission but not long-run costs.

The World Energy Council also offers insight on such is-
sues and their implications; one of the Recommendations

of the Tokyo World Energy Congress Statement urges ‘gov-
ernments, business decision-makers and energy consumers' 
to ‘start taking action now to adapt to the needs of our long 
term future ... the next two or three decades represent the 
key period of opportunity for a transition to a more sustain-
able path of development for the long term. Research done 
and action taken now will begin the shift of direction re-
quired of ‘minimum regrets’ action’ (World Energy Coun-
cil, 1995).

To explore the implications further however we first 
need to consider another aspect of energy systems, namely 
investment cycles and inertia.

Capital stock turnover and inertia

Capital stock turnover

The fact that ‘time is needed to reoptimize the capital 
stock’ has been advanced as a second reason for deferring 
abatement. Certainly, a major change takes time, if it is to 
be done without high cost. But capital stock is continually 
being restructured, as existing stock is refurbished or re-
tired and new stock is created to replace this as well as to 
meet demand growth or changes in demand structure.5 New 
capital investment is thus continually occurring.

A key to economically efficient abatement is thus to 
seek to make new capital stock less carbon intensive than it 
otherwise would be. This, obviously, involves a steady de-
parture of emissions from the ‘business as usual’ trajectory, 
starting as soon as climate change is recognized to be a po-
tentially serious problem (a point that may reasonably be 
identified with the publication of the IPCC’s First Assess-
ment Report in 1990).

The economic importance of getting this right is itself 
apparent from the scenarios in the WRE paper. For stabi-
lization at 550 ppm of C 0 2, their ‘deferred abatement’ case 
shows the new pathway as involving emissions rising over 
the next 40 years from the current level of just under 7 GtC 
pa to a peak about 4 GtC pa higher, before dropping by 
about 2 GtC pa over the subsequent 40 years (and even 
faster thereafter). Thus the delay scenario involves con-
structing an additional 4 GtC pa of capital stock over and 
above that anyway required for replacement. In total, 
WRE’s central deferred scenario thus means investing in at 
least as much new C 0 2 based capital stock over the next 
few decades as is embodied in the world’s entire energy 
systems today. Then to meet their target, the additional 
stock must be replaced by carbon free sources over the sub-
sequent decades.

This highlights that capital stock is continually being 
created and replaced. Altering such new investments may 
be an opportunity for relatively low-cost abatement efforts.

5Frequently the oldest capital stock is also the least efficient, with rising 
maintenance costs. The net costs of retiring such stock rather than refur-
bishing it for a longer (polluting) life may be small and may indeed result 
in net gain when other factors are considered. When the costs are finely 
balanced the economic issues are similar to those involved in new invest-
ment to meet demand growth.
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Figure 4 Timing of refurbishment decision

Lowering the carbon intensity of new investments implies a 
steady departure of emissions from business-as-usual 
trends. Furthermore, this is not simply a matter of new in-
vestments and replacement of existing stock at the end of 
its ‘lifetime’. Aging capital stock generally incurs rising 
maintenance costs, and the relevant decision is when to un-
dertake investment to avoid this (Figure 4): either retiring 
the plant or undertaking major refurbishment. Particularly 
concerning old and relatively inefficient coal-fired power 
stations that are common in many industrialized coutnries, 
climate change should influence the decision towards ear-
lier retirement or conversion to gas-fired plant -  again im-
plying a continuous departure of emissions from the 
business-as-usual trends.

Especially when coupled with uncertainties about the 
actual objective (see below), this has powerful industrial 
implications. Inappropriate delay in constraining emissions 
is not in the interests of industry, but is against it. It in-
creases the exposure of industry to the risk that new, car-
bon-intensive investments will have to be prematurely 
retired, at large cost and dislocation compared with the 
costs of avoiding such investments in the first place (e.g. 
coal power plants or mines left ‘stranded’, or frontier oil ex-
ploration and development left without sufficient high price 
markets when they mature).

The World Energy Council, in the conclusions to the 
Tokyo World Energy Congress (WEC, 1995), recognized 
this in stating that ‘action postponed will be opportunity 
lost, guaranteeing that when action can no longer be 
avoided the ensuing costs will be higher; dislocations more 
severe; and the effects much less predictable, than if appro-
priate actions are taken today’.

In ertia

Since scenarios that defer action to limit greenhouse gas 
emissions generally imply more rapid subsequent abate-
ment (if the same ultimate goal is to be achieved), adequate 
understanding of inertia in energy systems is essential to 
analysing timing issues.

The existing structure of capital stock in energy produc-
ing sectors, discussed above, is one source of inertia. How-
ever, such ‘first order capital stock issues -  the structure of 
power generation facilities, petroL'.-m refineries e tc-rep re-
sents only a component of the issue. Cor^'ie/mg only these 
first-order components appears to suggeo. that most of the 
stock has a lifetime of 30-40 ye;us, suggesting possibilities 
for almost complete transitions over such a period at low 
cost, if adequate alternatives are available.

In fact the situation is far more complex. Some causes of 
C 0 2 emissions lie in even more fixed structures such as 
poor building construction, urban sprawl etc. Thus town 
planning today, for example, could have implications for 
abatement potential and costs at the end of the next century.

The discussion above points to deeper sources o f inertia. 
Further emissions growth involves expansion o f a huge 
complex o f interdependent infrastructuro ::nd industries de-
pendent ultimately upon emitting C 0 2. Certain transport 
and urban developments -  infrastructure that may substan-
tively last throughout the next century -  carry with them a 
whole structure o f personal and business location conse-
quences; upon which the infrastructure in turn comes to de-
pend. Coal fired power stations carry with them a complex 
network o f delivery systems, usually stretching back 
through rail and/or port facilities right back to the decisions 
and investment surrounding coal mines for the next century. 
The costs o f  escaping from such interdependent systems 
rapidly is likely to be far higher than more gradual, steady 
transitions and avoiding such construction in the first place 
(to the extent that adequate alternatives are available) is 
likely to be cheaper still.

This obviously relates to the phenomena of technology 
clustering, lock-in and lock-out discussed above. Estab-
lished industries invest to protect their comparative advan-
tage and draw upon clusters of technologies surrounding 
them. New entrants and even fundamental shifts are of 
course possible -  but they take a long time to evolve and be 
deployed on a large scale. Hourcade’s study develops the 
concept more explicitly with reference to European trans-
port in terms of ‘bifurcations’ -  different paths that, once 
followed, are costly to escape from (Hourcade, 1993).

The issue is thus far deeper than one of just understand-
ing capital stock replacement. It involves basic questions 
about the inertia in socio-economic and political systems. 
Scenarios that involve a period of substantial emissions 
growth followed by rapid changes in trajectory towards re-
ductions could involve economic dislocation far beyond is-
sues of capital stock. Labour forces trained for carbon 
intensive operations would have to be made redundant 
and/or retrained, the network of industries based around 
growing fossil fuel consumption and carbon based infras-
tructure would have to be thrown into reverse, reformed and 
remodeled etc. Each new investment in carbon intensive 
stock may make the transition towards a low carbon system 
that little bit more difficult and slower.

Inertia also relates closely to questions of uncertainty 
and precaution. This is discussed more fully below, but Fig-
ure 5 highlights the need to think carefully about the inertia
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Figure 5 Potential impact of deferring emissions abatement given uncertain stabil-
ization target

of the system. It sketches the changes that would be re-
quired if we were to follow until 2020 the ‘deferred abate-
ment trajectory set out in the WRE paper for a 550 ppm 
limit, but then find that we have to stay within a 450 ppm 
limit.6 Within the space of 30 years, we would then have to 
dismantle or transform more than two thirds of the world s 
carbon based infrastructure -  more carbon intensive stock 
than exists in the whole of the world s energy systems 
today.7 It would furthermore require not only faster, but 
much deeper action — car free cities, for example, rather 
than the low emission, high efficiency vehicles that might 
be consistent with a smoother abatement trajectory.

Implications o f inertia for abatement paths and the cost o f 
delay
A full systems analysis of the costs of having to make such 
relatively abrupt and deep changes has yet to be done. But 
general insights into the influence of inertia on optimal tra-
jectories and abatement efforts can be explored using the 
DIAM model (Chapuis et al., 1997), adapted to analyse ex-
plicitly the influence of inertia on optimal pathways under a

6T h e 4 5 0  ppm  and 55 0  ppm trajectories are estim ated from the graphs in 
C U R E , and the transition  is estim ated  on the b asis o f  eq u ilib ra tin g  the  
areas o f  ex cess  em issio n s against the later defic it, w ith som e a llow an ce for  
the greater absorption o f  the earlier em ission s. T he IM AG E m odel, w hich  
con ta in s a full carbon c y c le  m odel, has been applied to consider d ifferent 
tra jec to r ie s  o f  sta b ilisa tio n  at 4 5 0  ppm . R esu lts  in d ica te  that d e la y in g  
abatem ent until 2 0 2 5  w ould  then require rather m ore drastic subsequent 
a b a tem en t than is  d ep ic ted  in F igure 5; the co n cen tra tion  u n avo id ab ly  
oversh oots 4 5 0  ppm and em ission s in their projections go  b e low  zero in the 
p eriod  2 0 7 5 -2 1 0 0  in order to try and bring concentrations back tow ards  
4 5 0  ppm  (A lcam o, 1996). Thus, Figure 5 m ay understate the degree o f  re-
du ction  required after such a delay  to stay w ithin  such a lim it.
7Q u ite  apart from  the econ om ic  and socia l co sts  o f  w aiting  and then forc-
in g  a rapid transition, in reality it is  doubtful w hether governm ents, after 
pu ttin g  o f f  action  for another co u p le  o f  d ecad es, cou ld  or w ou ld  im pose  
su ch  drastic ch a n g es o f  direction . T h is in turn is a reflection  o f  the high  
w e lfa r e  co sts  a sso c ia ted  w ith  rapid co n tra ctio n s in any g iv e n  industry, 
probab ly  m uch greater than m easured in G D P term s. T he p olitica l feasib il-
ity o f  such scenarios is thus doubtful; starting o f f  on such a trajectory in re-
a lity  w ou ld  probably not deliver the ob jective  claim ed .

stabilization constraint, as summarized in the appendix and 
applied more fully elsewhere (HaDuong et al., 1997).

Abatement costs in the model depend upon both the de-
gree of abatement (departure from reference case) and the 
rate of abatement (being quadratic in both).

By introducing a term that depends on the rate of abate-
ment, the model captures inertia in the system. For deter-
mining optimal pathways and relative costs under a 
stabilization constraint, only the ratio ct/c a needs to be spe-
cified, not the absolute values. Its square root Tc = (c//c„)'/2 
is a duration that we can interpret as the ‘characteristic 
time’ for changes in the global energy system. If we inter-
pret Tc as the exponential half life time of equipment, then 
it is related to the annual depreciation rate of capital 5 by Tc 
= (In 2)/8.

What timescales might be appropriate? In reality, energy sys-
tems are characterized by a mix of capital stock of varying life-
time and many other sources of inertia. Some components have 
a stock life of only a few years, but the majority of energy re-
lated investment is in manufacturing plant (typical lifetime 
10-30 years), power stations (30-50 years), building stock (life-
time 20-200 years) and transport/urban planning infrastructure 
(40-200 years). Other sources of inertia include the timescale 
for new sources to develop and penetrate substantially; it has for 
exemple been shown that new energy sources can take 50 years 
to penetrate from 1% to 50% of their ultimate potential (Andere 
et al., 1991). As a central value we take Tc = 50 years.

Figure 6 shows that given this, for a stabilization limit of 
550 ppm C 0 2 -  which even on a ‘business as usual’ trajec-
tory would not be reached until towards the end of the next 
century -  expenditure on the optimal trajectory only starts 
to rise significantly in the second quarter of the next cen-
tury and the cost of deferring action until 2020 is slight. For 
a ceiling of 450 ppm, however, which would otherwise be 
reached in the second quarter of the next century, signifi-
cant expenditure is already optimal and a sharp jump in ex-
penditure is required after a delay to 2020 as the system has 
rapidly to change direction, with much higher overall costs.
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Figure 6 Expenditure over time for stabilization of C 02 concentratios at 450 and 550 
ppm, with (dashed) lines and without (solid lines) abatement deferred until 2020.a

aUnit is percentage o f  1990 world gross product, calibrated so that the total cost is com parable to that 
in N ordhaus (19 9 3 ). H ow ever, the relative shape o f  em ission  and expenditure paths are independent 
o f  the sca le  o f  the abatem ent costs.

This reflects behaviour that should be obvious, but 
which appears to have been neglected in the analytic debate 
to date. Stripped of other considerations, we can with little 
cost defer abatement action until we get to within a certain 
distance from the date at which the stabilization ceiling 
would be breached on a ‘business as usual’ trajectory. Ex-
penditure then needs to rise steadily, to force the system to 
change direction. To put it simply, in a framework of aim-
ing for a fixed stabilization ceiling, discounting ensures that

most expenditure is deferred until it is rendered unavoid-
able by the inertial characteristics of the system. It follows 
also that conclusions about the merits and costs of deferring 
abatement in this framework depend heavily, assumptions 
about the inertia of the system and a largely arbitrary selec-
tion of the stabilization ceiling. Note that different results 
would be obtained in a cost/benefit framework, in which 
emission reductions would incur an explicit benefit, or 
when uncertainty is considered (see below).

Figure 7 cost of deferring emissions abatement under 500 ppm limit3

;lT he figure sh ow s the additional abatem ent expenditure incurred, as a function  o f  the tim e for w hich  
abatem ent is deferred. A fter the delay period, em ission  trajectories are optim ized  as before. Reults  
are show n for each o f  three 'characteristic tim es' o f  stock turnover analysed in Figure I. T he m odel 
d oes not represent induced technologica l developm ent.
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Figure 8 Optimal emssion paths when the stabilization constraint is stochastic11

aO bjectives are sp ec ified  accord ing  to the uncertainty structures sp ec ified  in T able 1. T he pathw ay  
m inim izes the exected  value o f  abatem ent expenditure, using  dynam ic program m ing under 
stochastic constraint. System  characteristic response tim e T =  50  years in all cases. O ptim al paths 
after resolution o f  uncertainty are show n on ly  for case  A.

Figure 7 shows how the inertia related cost of deferring 
action depends upon the length of deferral and the inertial 
timescale of the system, for a stabilization ceiling of 500 
ppm C 0 2. This level might otherwise be reached during the 
third quarter of the next century on ‘business as usual’ 
emissions growth and given the influences of other green-
house gases it almost certainly corresponds to a change 
greater than the ‘C 02 equivalent doubling’ benchmark used 
for most studies of the long-term impact of climate change. 
For the central inertial case (Tc = 50), the costs of deferring 
abatement beyond the early years of the next century start 
to rise steadily. In addition, we consider cases with Tc = 20 
and 100 years respectively, to explore the impact of differ-
ing assumptions concerning the inertia of the system. The 
cost of deferral rises sharply as the inertia of the system is 
increased. Inertia is not a reason for deferring abatement, as 
many have claimed. It is precisely the opposite.

The impact of uncertain stabilization 
objectives
To consider the policy implications of such issues requires 
more careful consideration of the real policy challenge. Re-
cent studies8 have analysed the long-term objective of sta-
bilizing atmospheric concentrations at a pre-specified level 
and discussed paths towards this objective as a fixed con-
straint. This may be an interesting exercise, but it is one that 
is only weakly related to the problem we face.

The real problem we face is characterized by concern 
about potential impacts of a highly uncertain nature and 
magnitude. The Climate Change Convention establishes an 
aim ultimately of stabilizing the atmosphere, but we do not 
know at what level it needs to be stabilized, or how the in-

s S ee  H oughton  et at. (1 9 9 6 )  and note 2, see  a lso  the section  on econ om ic  
m od e llin g  w hich fo llo w s in th is paper.

terim impacts on climate change and consequent human 
impacts may be related to the rate at which the atmosphere 
changes (the Convention Objective also refers to rates of 
change). I consider the economic implications of stabiliza-
tion uncertainties and physical impacts in turn.

A common misconception is that by analysing a number 
of different scenarios, we have analysed uncertainty. This is 
not the case at all. We are not in a position to choose an ap-
propriate stabilization objective, indeed it would be highly 
irrational to choose a single objective and stick with it for 
the next 100 years without reference to what we learn. It 
would also be contrary to the Convention, which empha-
sizes the need to adjust policy in the light of accumulating 
knowledge. We have to develop policy in the full recogni-
tion of uncertainties and the expectation of learning more.

This brings the question of inertia to the fore even more. 
If we delay action in the belief that we are aiming at a 500 
ppm target, for example, then after a couple of decades it 
may simply be too late to be able to stabilize at 400 ppm 
however urgent the problem then turns out to be; and as il-
lustrated above even stabilization at 450 ppm might by then 
involve radical changes of direction that could prove eco-
nomically very disruptive.

Of course the issue of uncertainty cuts both ways. If we 
act on the assumption of aiming at a lower level, but after a 
while conclude that we can safely go to higher levels, con-
versely we may have incurred more costs than needed. But 
the costs of excessive caution against excessive optimism 
may be highly asymmetric (within limits). Steady sustained 
pressure to limit emissions cannot expose us either eco-
nomically or environmentally to the scale of risks that may 
be incurred by a long delay, if there is a real possibility that 
a low stabilization level may prove necessary. The risk of 
over reacting — excessive abatement — seems comparable 
only if we embark upon drastic and very costly abatement 
programmes that later prove unnecessary.
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T a b le  1 P ro b a b ility  d is tr ib u tio n s  and reso lu tio n  d ate  for the sta b iliza tio n  co n stra in t (% )

R eso lu tio n  d a te M ean 400 450 500 550 600 650 700

A 2020 550 2.5 10 20 35 20 10 2.5
B 2020 500 10 20 40 20 10 0 o'
C 2010 550 2.5 10 20 35 20 10 2.5

The fundamental importance uncertainty in this regard 
is illustrated in Figure 8, which shows results from running 
the DIAM model in the following way. The stabilization 
limit is expressed stochastically i.e. as a range of possible 
outcomes. The central case (case A in Table 1) assumes that 
the most probable outcome, and the mean of the whole dis-
tribution, is a requirement to stay within a 550 ppm limit, 
roughly equivalent to doubling pre-industrial C 02 concen-
trations neglecting the additional impact of other gases. But 
this constraint is not certain: the possible range spans from 
400—700 ppm. The extremes only have a 2.5% (1 in 40) 
probability, but as illustrated by the results in Figure 8 the 
lower levels have a huge influence on the optimal path. The 
costs of ignoring such a possibility and then being forced 
into drastic action are so high that it proves economically 
more prudent to bring down global emissions more steadily 
until uncertainties are resolved.

The sensitivity studies using different assumptions sum-
marized in Table 1, show that adopting different assump-
tions in terms of the mean outcome (case B) has little 
influence: it is the possibility of low levels being required, 
combined with the inertia in the system, that drives the 
strongly precautionary approach. What does enable a some-
what more relaxed strategy is earlier resolution of the un-
certainties, as illustrated by case C.

Obviously the specific results are sensitive to the as-
sumptions, particularly those relating to the lower possible 
stabilization levels, the timescale over which the uncertain-
ties are resolved and the inertia of the system. But the qual-
itative insight appears undeniable and again we find that 
economic reality turns popular perception on its head. In 
systems with high inertia, uncertainty is not a reason for 
delay, but quite the opposite. The best initial path is a com-
plex balance of such risks but an appropriate balance 
clearly does not involve following ‘business and usual’ 
emissions while waiting for evidence to accumulate.

Limitations of stabilization analysis: impact 
costs, time preferences and the rate of 
atmospheric change
One important objection to the above approach is that it is 
unrealistic to suppose that the stabilization constraint is re-
ally a hard constraint. In the real world, if we carried on 
with current emission trends and then discovered the cli-
mate problem to be more serious than previously envis-
aged, there would still be limits to the degree of abatement 
costs and rates of abatement that would be considered ac-
ceptable. At this point we recognize that abatement strategy 
is bound at some level to reflect judgement about the costs

or risks that cannot be captured only in terms of a stabiliza-
tion constraint.

Thus a reasonable appraisal of the economic issues in-
volved in timing emissions abatement ultimately cannot 
avoid the need to consider the actual impacts of climate 
change. These are of course fraught with uncertainty. How-
ever, several qualitative considerations indicate that consid-
ering impact costs leads to different time profiles than 
optimization under a fixed (or perhaps even a stochastic) 
stabilization constraint.

First is a very simple observation. Assuming that less ex-
tensive changes to the atmosphere involve lower adverse 
impacts, early action carries a benefit associated with en-
abling lower stabilization levels to be achieved. Analysis of 
fixed pathways under a stabilization constraint -  in which 
there is zero benefit to doing better than the specified con-
straint -  does not reflect this.

Second, consideration of the damages expected from cli-
mate change, whether they are large or small, brings a new 
element into consideration of time discounting. The argu-
ment that discounting makes it cheaper to defer the costs of 
abatement applies conversely to impacts: avoiding damages 
earlier also has a greater present economic value. Deferring 
emissions abatement defers abatement costs, but it brings 
impact costs nearer. So even neglecting all other considera-
tions, the implications of time discounting for the overall 
policy problem are not as clear cut as is implied in studies 
that consider only the question of stabilization without ref-
erence to damages.

In physical terms the time paths of impacts may be ex-
pected to differ according to the time path of emissions (as 
the WRE paper is careful to note; it presents calculations of 
how global average temperature and sea level change varies 
between scenarios). One particular feature of this is how-
ever worth highlighting. One proxy index of climate change 
impacts may be the rate at which radiative forcing in the at-
mosphere (which ultimately drives average temperature) 
changes.9 The question of rates of change may be particu-
larly important given the tendency of some complex sys-
tems to become more unstable when subject to high rates of 
change; and given the inertia of human societies. Thus 
more rapid radiative and temperature change seems likely 
to bring more rapid, and perhaps more volatile, climatic 
change; and human societies are likely to have greater diffi-
culty in adapting to such changes than if they occurred 
more slowly and smoothly.

l)N ote  that the rate o f  radiative change has no direct im pacts in itself, but 
represents a d r iv in g  force  that em erg es as su b seq u en t tem perature and  
other changes.
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Figure 9 Impact of derferred abatement on radiative change8

aThe figure compares the radiative forcing associated with C02 emissions (as indexed by the log of 
C02 concentration relative to pre-industrial concentrations) in the IPCC 550 ppm stabilization 
profile against the profile arising from the WRE scenario with abatement delayed until 2010 (550a). 
Although they converge on the same concentration, the average rate of change in the first 50 years of 
the next century is about 30% higher for the case with delayed abatement.

Source: Wigley and Schimel (1993).

Because the radiative impact of C 0 2 is approximately 
logarithmic with concentration, the rate of radiative change 
in most scenarios is greatest at present and in the near fu-
ture. Figure 9 shows how deferring abatement until 2010 
and following the WRE 550a (deferred) trajectory, greatly 
extends the period of high rates of radiative change from 
C 0 2, as compared with the original IPCC stabilization tra-
jectory in which abatement begins in 1990.10 Averaged 
over the period 2000-50, the average rate of change is 
about 30% higher than in the IPCC trajectory for the same 
ultimate stabilization limit.

This is reflected in projections of temperature change. 
The WRE paper shows that deferring emissions abatement 
implies a more rapid temperature change through the mid-
dle of the next century and then a rather abrupt transition as 
the stabilization ceiling is approached. For their central 
case, averaged over the next 50 years, the rate of tempera-
ture change appears to be more than 2 0 % higher than is the 
case without deferral of emissions abatement.

The Dutch IMAGE model has also been used to explore 
the implications of deferred abatement under a 450 ppm 
ceiling. Compared to the original IPCC scenario for stabi-
lization at 450 ppm, the scenario in which abatement is de-
layed until 2025 (followed by rapid reductions) leads to a 
40% higher rate of global average temperature change over 
the first half of the next century and a higher overall peak

l0lf emissions are assumed to have been growing steadily and continue to 
do so, then the rate of radiative change would already be declining from its 
peak. Given a more realistic representation of C02 emissions over the past 
20  years (i.e. the very slow growth in global emissions following the oil 
shocks, followed by large reductions in the CElTs), but with resumed 
global growth from the mid-1990s, the rate of radiative change may ap-
proach its maximum in the coming years and delaying abatement would in-
crease the maximum rate of change as well as extending it.

temperature later in the century. Other indicators that are 
substantially affected througout the next century by delayed 
action include maize yields and natural vegetation change 
(Alcamo, 1996).

We do not know the extent to which the physical and 
human impacts of climate change depend upon the rate of 
radiative and temperature change, but it is clearly some-
thing that needs to be factored into consideration of emis-
sion paths and deserves further analysis urgently.

A brief note on economic modelling

The discussion so far has not discussed specific results 
from the major economic models that have been used to un-
derpin claims about the economic desirability of deferring 
abatement. The WRE paper cites results from Manne and 
Richels (1995) (MERGE model), Richels and Edmonds 
(1995) (Edmonds and Reilly model) and Kosubud et a i  
(1994) (Argonne National Lab). The models involved are 
all general equilibrium models, like the OECD GREEN 
model and the Australian MEGABARE model. In their re-
sults, costs are indeed minimized by pathways that involve 
little or no abatement for years or decades (depending on 
the target set).

The strength of such models is their ability to model the 
theoretically optimal allocation of resources at a given 
point in time, given assumptions about the resources avail-
able, technology costs and various constraints. Unfortu-
nately such a framework is very weak in both the 
dimensions of inertia and technology development dis-
cussed above -  the key dimensions required for analysis of 
technological and systems aspects of the timing issue. Most 
such models do reflect capital stock turnover, but only first- 
order issues of energy production stock; they do not contain
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Table 2 Balancing the economic issues

Issue Favouring deferral Favouring early abatement

Technology development Exogenous technical change implies 
cheaper to focus on R&D and wait for 
improvements

Low cost measures may have substantial impact on 
trajectories
Endogenous (market induced) change will accelerate 
development of low-cost solutions 
Clustering effects highlight importance of getting 
on lower emission trajectories

Capital stock and inertia Deferral avoids action now that could 
(if rapid enough) force premature 
retirement/disutilization of current 
stock

Exploit natural stock turnover by influencing new investments 
Reduces maximum rate of reduction and associated transitional 
scrapping and disequlibria
Reduces risk from uncertainties in stabilization constraint and 
hence risk of being forced into very rapid changes

Discounting Reduces the present value of 
abatement costs

Reduces impacts and (ce te r is  p a r ib u s) reudces their present 
value

Carbon cycle and radiative change More early emisisons absorbed, thus 
enabling higher total carbon emissions 
under a given stabilization constraint

Reduces high rates of radiative and termperature change 
over coming decades (except for sources with high aerosol 
emissions)
Enables lower stabilization levels to be achieved

representation of energy-consuming stock such as building 
or road infrastructure, nor do they capture linkages between 
different parts of the supply system (such as mines, ports 
and power stations). Because they assume that the economy 
is in a state of full, equilibrium resource allocation, and do 
not model the inertia associated with interdependence 
among different economic sectors, they only capture a frac-
tion o f the full costs associated with imposing rapid 
changes. Attempts by the author to mimic the dynamic be-
haviour of MERGE using the DIAM model suggests that its 
results correspond to an inertial time constant Tc, as defined 
above, well under 20 years. Such rates of response defy 
credibility.

The modelling of capital stock in MERGE appears to be 
no less sophisticated than most other general equilibrium 
models, and in many respects is probably more so. In short 
such models do not, and cannot in any of their current in-
carnations, capture the full inertia of energy systems or of 
new investments. Thus they simply do not provide realistic 
insight into the full economic and welfare costs of making 
more rapid changes of direction and steeper abatement after 
a period of delay.

In addition, these models all assume that technology de-
velopment is exogenous, i.e. the costs of different options, 
and the rate of cost reductions, are external to the market 
conditions assumed in the model. None of the models cited 
embody mechanisms by which emission constraints can 
stimulate corporate R&D, learning by doing, or other be-
haviour that may reduce the costs of lower carbon technol-
ogy; nor do they capture issues of technology clustering or 
wider adaptative responses.

Consequently, the economic modelling studies which 
have been widely referred to in the context of justifying de-
lays in emissions abatement cannot be considered to give 
reliable insight into the timing issue. And, as noted above, 
most of these studies focus on the question of time paths to 
fixed, pre-set stabilization constraint, which for the reasons 
discussed above is only weakly related to the actual policy 
problem.

Other studies, using different approaches, indicate just 
how much results can differ. Even neglecting issues of dy-
namics, cost-benefit studies indicate that some significant 
abatement action would be optimal now and that the appro-
priate level of control is increased when uncertainty is taken 
into account. Nordhaus (1991, 1995) estimates modest ini-
tial control, Cline (1992) calls for stronger action, but nei-
ther suggests it is optimal to defer action and both 
recognize that the appropriate level of control is increased 
when uncertainty is taken into account (Nordhaus, 1995; 
Cline, 1992). Grubb et al. (1995) extend such frameworks 
and show that if the energy system has high inertia but is in 
the long run highly adaptive, then the costs of delaying 
abatement may be many times higher than when these fac-
tors are ignored or assumed to be negligible.

More recently, the Dutch RIVM group have introdued a 
model which focuses explicitly on issues of technology de-
velopment and diffusion, including induced technical 
change, and the inertia of energy systems (de Vries and 
Janssen, 1996). As would be expected from the discussion 
in this paper, their results do differ radically from those of 
general equilibrium models. They conclude that even under 
a relatively relaxed 550 ppm target, delay leads to higher 
costs and that ‘the delayed response strategy of ‘wait and 
see’ is probably a risky one’. Early emission reduction mea-
sures ‘are found to be efficient because they not only stimu-
late alternatives but also stimulate price-induced [and 
long-lasting] energy conservation investments’.

Conclusions

The discussion in this paper highlights many issues that 
need to be considered in addressing the optimal timing of 
CO-, emission limitations.

The analysis of energy technology and systems issues il-
lustrates their complexity. The fact that energy technology 
development may make large emission reductions cheaper 
in the future needs to be assessed against other factors: the 
diversity of options currently available; the fact that such
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technology development may actually be induced by abate-
ment action; and the interacting nature of technology and 
systems development. To the extent that energy systems 
have a broader capacity to adapt given time, all this implies 
that countervailing economic benefits may flow from ear-
lier action.

Furthermore, energy systems are characterized by con-
tinuous slow stock turnover combined with tremendous in-
ertia to rapid change. Incremental changes towards greater 
efficiency and lower carbon options in the course of stock 
replacement and expansion may consequently be much 
cheaper than continuing to construct new carbon intensive 
capital stock, since that that stock may be exposed to the 
risk of requiring more rapid reductions later on.

This assumes particular importance when the high un-
certainties about the damages from climate change are rec-
ognized. The fact that we cannot know at present the 
concentration at which the atmosphere should be stabilized 
makes the question of inertia extremely important, because 
of the potentially very high industrial and economic costs if 
the initial response proves to be much too relaxed. Consid-
eration of impacts, and particularly rates of change in the 
first half of the next century, highlights the need to consider 
the benefits that may come from earlier action, in terms of 
reducing rates of change, alongside considerations of aim-
ing at a fixed stabilization ceiling.

These various economic issues are summarized in Table 
2. Some favour deferral, some rapid action. Clearly, focus-
ing only .on the economic factors that favouring deferral 
leads one to the conclusion that this will be cheaper. Con-
versely, focusing only on the economic and other reasons 
for early action, without reference to the factors that could 
make rapid action now more expensive, will lead one to 
conclude that we should take rapid and perhaps drastic 
abatement action.

Economics is about making trade-offs. Neither of the 
above extremes represents a balanced approach, or a bal-
anced conclusion. The problem requires serious analysis of 
many complex dimensions, but I would suggest that it 
should be possible for most analysts to agree on the follow-
ing minimal conclusions.

(1) Economic issues surrounding the optimal timing of 
greenhouse gas emissions abatement are complex, with 
some factors favouring deferral and others favouring 
strong early reductions in emissions.

(2) Questions of technology and systems availability and 
development are very important, and must recognize 
the wide spectrum of technologies both currently and 
potentially available and the spectrum of processes by 
which such technologies may be developed and incor-
porated in energy systems.

(3) In an equilibrium framework, considering only exoge-
nous technology development and first-order capital

1 'Strictly, the only condition that appears to be required is the assumption 
that higher rates and degrees of atmospheric change increase the risk of ad-
verse impacts.

stock turnover under a pre-set stabilization constraint 
(as in most models) favours deferring emission reduc-
tions. Focusing only on an opposite mix of issues 
favours rapid and drastic abatement. Neither represents 
a balanced assessment of the policy problem.

(4) A balanced assessment would recommend avoiding 
large-scale deployment of technologies that are imma-
ture and costly, but would favour steady abatement ef-
forts to exploit at least low cost measures, to deter new 
carbon intensive investments (including major refur- 
bishments), and to stimulate development and diffusion 
of lower carbon technologies, practices and infrastruc-
ture through market incentives as well as government 
R&D.

Thus given acceptance of the basic climate problem, from 
any credible economic perspective some abatement action 
is justified now. 11 The question of just how much will 
doubtless be a topic of modelling wars for many years to 
come. For to go much beyond the general conclusions set 
out here, much more research and model application of 
technology and systems development and deployment pro-
cesses, in a context of high uncertainty, among other things, 
is required.
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Appendix
Development of the DIAM model for analysing inertia and optimal pathways 
under stabilization constraints

The results displayed in Figures 3 ,4  and 5 o f this paper are derived 
from the DIAM model, a numeric economic optimization model 
that is derived from the analytic framework set out in Grubb et al. 
(1995) and described fully in Chapuis et al. (1997). As compared 
with previous versions, the model used here is given an improved 
carbon cycle representation, we adapt the cost structure to clarify 
the role of inertia and to include autonomous technical improve-
ments, and the benefits of reducing the C 0 2 concentration are ex-
cluded: optimization is adapted specifically to analyse emission 
time-paths under a concentration ceiling, as follows. This version 
of the model and its results are described more fully in HaDuong e t  

al. (1997).
CO? accumulation in the atmosphere is represented by includ-

ing explicitly a carbon response function, derived from the 
Wigley carbon cycle model. Emissions in the absence o f any 
abatement are based on the IPCC central reference scenario 
lS92a, but smoothed to avoid confusing short-term variations in 
the underlying growth rate to give a reference case with 2% pa 
linear growth in C 0 2 emissions. We extend this linear trend up to 
2100 and assume that this represents the optimum trajectory in 
the absence of constraints: there are no free emission reductions, 
all deviations from the reference are assumed to incur a cost. 
After 2100, reference emissions are constant for one century, they 
then decrease linearly to zero to 2300.

Emissions from changes in land use E lv.Ua,'lh'se are exogenous, 
they correspond to the IS92a scenario. Fossil emissions E lv , l°ssil = 
£,vi/<m ii _  Eret hmdu.sc are controlled by a control parameter e ( t) , so 
that emissions at time t are given by:

=  £ r e f  tiiiulu.se +  E r c f /o s s i l  ( J — c f)

The mitigation costs at time t are a quadratic function of both the 
degree of abatement e(t) and the rate of abatement C { t) ,  with the

general form:

Cfba/ement =  ^ . ^ 2  + c>£(/e(£, -  £,_,)2]

E? 1 
E f f V  + d)'

Thus, the abatement costs are the sum o f a recurring loss that de-
pends upon the level of abatement, and a transitory cost that de-
pends on the rate o f abatement. The second, rate dependent term 
reflects the inertia in the system, which includes the costs associ-
ated with forcing changes in the mix and utilization o f existing 
capital stock. Both cost components are scaled according to the 
size of the reference energy system E ,l'l/ E ' M To reflect the influ-
ence of autonomous technical progress in reducing future abate-
ment costs, that WRE highlight as one o f the factors that could 
make it cheaper to defer abatement, we make the scale o f costs de-
cline at a rate d =  1 % pa.

The DIAM model finds the emissions pathway that minimizes 
the discounted total costs o f abatement within the stabilization 
constraint specified, integrated from 1997 to the year 2300 at a dis-
count rate o f 3% pa. Though the pathway is independent o f the 
scaling in c,evd and crate (degree 1 homogeneity) for presenting nu-
meric results on expenditure we set c ieyei = 4 such that a constant 
abatement of 50% of 1990 emissions incurs an annual loss o f 1% 
of 1990 GWP, roughly in line with the estimates derived by Nord-
haus (1991). Inertial costs add to this; this version of the model 
does not take any account of the role of induced technical change 
or other factors that may reduce abatement costs.

The ratio of the two components, cra/e/cieyef, this defines the rel-
ative importance of inertia in the system. We can relate this to a 
characteristic timescale as described in the text.
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Concern about carbon dioxide as a greenhouse gas has focused renewed 
attention on energy conservation because fossil fuel combustion is a major source 
of CO2 emissions. Since it is generally acknowledged that energy use could be 
significantly reduced through broader adoption of existing technologies, policy 
makers need to know how effective various policy instruments might be in 
accelerating the diffusion o f these technologies. We examine the factors that 
determine the rate o f diffusion, focusing on (i) potential market failures: 
information problems, principal-agent slippage, and unobserved costs, and (ii) 
explanations that do not represent market failures: private information costs, 
high discount rates, and heterogeneity among potential adopters. Through a 
series o f simulations we explore how alternative policy instruments—both 
economic incentives and more conventional, direct regulations—could hasten the 
diffusion o f energy-conserving technologies.

INTRODUCTION

The role new technologies can play in solving a wide range o f  
environmental and natural resource problems is receiving increasing attention 
from policy makers.1 Concern about carbon dioxide (COJ as a greenhouse gas 
has focused particular attention on the role of energy-conserving technologies.

The E n ergy Journal, Vol. 15, No. 2. Copyright •  1994 by the IAEE. All rights reserved.

* Department of Economics, Harvard University; and National Bureau of Economic Research. 

** John F. Kennedy School of Government, Harvard University; and Resources for the Future.

1. A prominent spokesman for this perspective has been U.S. Vice President A1 Gore. See Gore 
(1992). Activity within the Congress has also been significant. For example, Senate Bill S-978, 
introduced by Senator Max Baucus—the Chairman of the Senate Environment and Public Works 
Committee—-would create a National Environmental Technology Panel under the White House Office 
of Science and Technology Policy to unify the efforts of the ten Federal agencies that spent $4 
billion on environmental technology development in 1992. It would also establish an EPA Bureau 
of Environmentally Sustainable Technologies to channel Federal funds to support "green technology" 
development. Five other pending bills contain similar goals.
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Since the largest anthropogenic source o f C 02 emissions is combustion o f fossil 
fuels for energy generation, reductions in energy use could constitute a powerful 
option for reducing the risk of global climate change. It is widely acknowledged 
that energy use could be significantly reduced through broader adoption of  
existing technologies, and it is almost as widely accepted that much unadopted 
technology is cost-effective at current prices.2

In this paper, we examine two inextricably linked questions: what 
factors determine the rate o f adoption o f energy-conserving technologies; and 
what types of public policy can accelerate their diffusion. Our analysis reflects 
two contexts in which energy-conservation adoption decisions occur. One setting 
p r o m p ts  a decision about w h e th e r  o r  n o t to incorporate an energy-conserving 
technology at a specified time. In the second context, a decision must be made 
not only w h e th e r  to adopt such a technology but also w h en  to do so.

INVESTING IN ENERGY-EFFICIENCY TECHNOLOGIES

There appear to exist a number o f proven technologies that engineering 
calculations show to be cost-effective at current prices but that are not widely 
used. Frequently cited examples include compact fluorescent light bulbs, 
improved insulation materials, and energy-efficient appliances (Norberg-Bohm 
1990). From an economic perspective, there are two fundamental categories of 
potential explanations o f this seemingly anomalous behavior: ( 1) market failures 
may cause what appears to be non-optimizing behavior; and (2) there may be 
reasons why the observed behavior is indeed privately optimal, despite 
engineers’ calculations.

Market-Failure Explanations

Several sources o f potential market failure may affect energy-conserving 
technology adoption rates. One o f these is lack of information. It is costly for 
people to learn o f an innovation’s existence, and to learn enough to know if it 
is profitable and how to use it. Because information has public-good attributes, 
it may be under provided by the market. Further, if others’ use of a technology 
is an important source o f information, adoption creates positive externalities 
because it generates information that is valuable to others.

Principal-agent problems are another possible source of market failure. 
These failures can arise when energy-efficiency decisions are made by parties 
other than those who pay the bills. If the builder of a new house cannot 
credibly represent its energy-conserving features to potential buyers, the sale

2. See, for exam ple, Carlsmith, Chandler, M cM ahon, and Santino (1990) and Shama (1983).
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price may not fully reflect efficiency attributes. Similarly, a landlord may not 
be able to recover the total value o f energy-efficiency investments where renters 
pay fuel bills. Conversely, in some situations, renters may have to make 
investments but landlords pay for fuel (Fisher and Rothkopf 1989).

Finally, consumers may face "artificially low" energy prices that 
explain their disinterest in conservation. First, electricity and natural gas are 
typically priced on an average-cost basis that may not reflect the incremental 
cost of new energy supplies. Second, electricity is highly subsidized in some 
parts o f the country. Third, unintemalized environmental externalities may be 
associated with the use o f energy from particular sources.

Non-Market-Failure Explanations

The second category of "economic explanations" o f low adoption rates 
consists generally o f the view that engineers are ignoring or at least 
underestimating certain costs of adoption. Beyond the tautological validity of 
such a claim, there are reasons to give it credence. Learning about the new 
technology is one aspect o f cost. Although the pure information-creation part of 
this cost has public-good aspects and therefore fits into the market failure 
category, there is also a purely private part o f the cost that relates to information 
acquisition and absorption. It is by no means costless to learn how a generic 
technological improvement fits into one’s own home or firm or to learn about 
reliable suppliers.3 Even after basic information about a technology has been 
generated and disseminated, the purchase price o f the new product is no more 
than a lower bound on its adoption cost.

An alternative explanation of low adoption rates is that users have 
relatively high implicit discount rates.4 As will be discussed further below, the 
empirical observation that consumers make decisions a s  i f  they had very high 
discount rates could mean either that principal/agent problems or other market 
failures exist, or that they truly have high discount rates. Sutherland (1991) and 
Hassett and Metcalf (1992) argue that truly high discount rates may, in fact, be

3. Some have argued that not only costly information acquisition but also biased estimates o f 
likely energy savings play a role. Consum ers may not believe experts’ assessments o f  the benefits 
o f  new technologies. On the other hand, the bias may go in the opposite direction, since some 
studies indicate that consum ers systematically overestimate energy savings associated with some 
types o f  new technologies (Stern 1986).

4 . Hausman (1979) estimated that consum ers used average implicit discount rates o f  20 percent 
for purchasing room air conditioners with substantial variation by income class; and Dubin and 
M cFadden (1984) found average implicit discount rates o f 20 percent for space-heating and water- 
heating investments, again with significant variation by incom e. In a comm ent on Hausman (1979), 
Gately (1980) estimated discount rates o f  45 to 300 percent for refrigerators. Likewise, Ruderman, 
Levine, and M cM ahon (1987) found personal implicit discount rates as low as 20 percent and as 
high as 800 percent for heating and cooling equipment and for residential appliances.
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appropriate, because these investments are irreversible and there is much 
uncertainty about their payback, given that future energy prices are highly 
uncertain, and energy life-cycle savings in any particular application can only 
be estimated.5 To the extent that consumers’ true discount rates are high for 
these reasons, this would not represent a market failure.

Finally, even if a given technology is profitable on average, it will not 
be profitable for some individuals or firms. If the relevant population is 
heterogeneous with respect to the amount of energy they use, for example, even 
a technology that looks very good for the average user will be unattractive for 
a portion of the population. Hence, we can also interpret the engineer’s cost- 
effectiveness calculations to mean that the technology is profitable for the mean 
household or firm.

As a necessary precondition for our policy analysis, we go on to 
explore both these market and nonmarket failures in light o f the two classes of 
energy-efficiency investments noted above. The first group, requiring a decision 
about whether to incorporate a technology at a given time, may include 
construction of new industrial, commercial, or residential structures or 
expansions or other modifications of existing establishments. By way of 
example, we will discuss the question of whether to incorporate a potential 
energy-saving technology in the construction of a new home. The second group, 
requiring "whether-md-when determinations,” includes retrofit decisions in 
various types of structures; here, our discussion will focus on the adoption 
decision faced by an individual considering the installation of an energy-saving 
technology in an existing home.

STATIC ADOPTION DECISIONS

Here we consider a builder who has the option of incorporating a new 
technology into the design of a house at a specified time, taking as given other 
design features of the house. We allow for the factors noted in the preceding 
section, as follows: (1) Houses may be heterogeneous in their energy use. (2) 
The housing market may discount energy savings because builders cannot 
represent them credibly. (3) The prevalence of the practice among builders in 
the area as well as the builder’s own experience with the technology may affect 
incremental adoption costs. (4) Regulation may affect the decision by modifying

5. Stoft (1993) attempts to use the CAPM  model o f Sutherland to estimate how high consumer 
discount rates should be, and finds that this mechanism does not explain implicit discount rates as 
high as have typically been found by researchers. This analysis does not, how ever, incorporate the 
mechanism modelled by Hassett and M etcalf.
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the cost o f the new technology.6 (5) Tax credits or other subsidies may be 
associated with the use or adoption of energy-conserving technologies.

The builder’s decision may be modeled as an attempt to maximize the 
sum of the base selling price of the house (in the absence o f the energy-saving 
technology) and the present discounted value o f the expected energy savings if  
the technology is adopted (that is, the capitalized value o f the installed 
technology), minus the costs o f adoption.7 These may include costs associated 
with up-front purchase and installation, the implicit or explicit cost effects of 
regulation, and learning effects due to previous use by this builder or current use 
by other builders in the area.

Not surprisingly, such an optimization problem yields a necessary 
condition for technology adoption that compares the overall cost o f adoption 
with the expected increase in the selling price o f the house.8 In particular, the 
technology should be employed at time of construction, T, if:

6 * (1 -  w)* G (k ijT, n lJT) + y D iT >  L (C iT, S ^ ,  v,r) -  X IT (1)

where 5 =  discount (0 <  6 <  1) or premium (5 >  1) applied by market 
to value o f energy savings;

w  =  index o f average quantity of energy used by the technology 
relative to energy consumption if the technology were not 
employed (0 <  w  <  1);

k yT =  vector of current and expected future values o f observable 
characteristics o f home j  (for example, size, type o f heating 
plant), and region i (price of fuel, climate, average income 
and education);

liy r  =  unobserved factor affecting energy use;

G ( • )  =  function that relates elements of k ijT to expected discounted 
present value o f fuel expenditures;

6. O ur interpretation is that regulation requires the use o f  the technology, creating an explicit 
or implicit penalty for not using it. Alternatively, regulation may merely encourage use o f  the 
technology by, for example, setting an overall energy budget for the house.

7. This approach is fully deterministic, but as our previous discussion o t potential explanations 
o f  the gradual diffusion o f  energy-efficiency technologies suggests, uncertainty may play a significant 
role. It is possible to focus instead on that dimension o f  the diffusion process. See, for example: 
Hassett and M etcalf (1992); and Howarth and Anderson (1992).

8. The optimization problem  and its basic solution is provided in Appendix A. For a detailed 
description o f  the model and its solution, see Jaffe and Stavins (1994).
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7 =  parameter that captures the average perceived monetary 
equivalent cost o f ignoring regulation, presumably a function 
of the nature o f the regulations, the magnitude of penalties, 
perceived probabilities o f enforcement, and likely stigma;9

D lT =  dummy variable set to unity if  jurisdiction i has regulation in 
year T  requiring that the technology be installed;

C iT =  engineering estimate of purchase and installation cost o f  
adoption o f the technology;

SijT ~  cumulative stock o f houses built previously by builder that 
incorporate the technology;

viT =  fraction o f newly constructed homes in jurisdiction i that 
incorporate the technology;

L ( • )  =  function that generates the "effective cost" o f installation from 
the engineering cost and the prevalence of use of the 
technology; and

X iT =  subsidy or tax credit in jurisdiction i for adopting the 
technology.

This inequality indicates that the builder will use the technology if the 
valuation placed by the market on the savings in expected energy costs plus the 
implicit or explicit value o f complying with regulations (if any) exceeds the 
"cost o f installation." The cost o f installation includes the purchase and 
installation cost and the cost o f learning about the technology. It may be reduced 
by a government subsidy.

By specifying reasonable functional forms for the G ( • )  and L ( • )  

functions, rearranging the adoption condition in the form of a benefit/cost ratio, 
and taking logarithms o f both sides o f the resulting expression, we have:10

9. See Russell, H arrington, and Vaughan (1986).
10. Fo r a discussion o f  functional form s and complete derivation, see Jaffe and Stavins (1994).
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log(5) + log(l -  w )  + 0 .log

OD( i P ^ d t

-  log i V -  W ' • ( - = ) • '  -)Dr -Xr
0‘s

E [ e . i o g ( * ; ) ]

+ lo g O v ) ^  0

(2)

where P u =

=

e =  

r =

price of fuel;

set o f parameters associated with the observable 
characteristics;

base o f natural logarithms; and 

real market rate o f interest.

Equation (2) illustrates how a variety o f factors can affect the diffusion 
of energy-efficiency technologies. First o f all, principal-agent problems 
associated with the builder-homeowner relationship will have an unambiguously 
negative impact. If principal-agent slack exists, the parameter 5 will be greater 
than zero but less than unity, and so log(5) in equation (2) will be negative. 
Ideally, it would be desirable to model explicitly the information problems that 
create principal/agent slack in the new-home market. This would be necessary, 
for example, in order to quantify the effect on energy efficiency o f policy 
interventions such as mandatory energy-efficiency audits. This effort would only 
be worthwhile, however, if the parameters of the richer model could be 
estimated empirically. Because information itself is unobserved, we do not 
believe that this is possible. For this reason, we use the simpler formulation 
where the parameter 6 is a placeholder for the more complex phenomenon.

Equation (2) also shows that adoption will be more likely the higher 
future energy prices are expected to be, and will be lower the higher is the 
discount rate r  that individuals apply to expected energy savings. To clarify 
further the relationship among principal/agent slack (captured by 6), the discount 
rate r, and expected future prices, we assume for simplicity that consumers 
expect that the future price o f energy will be some constant value P /, and we 
then rearrange equation (2), solving out the present discounted value price term:
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log(5) + 0,log(P[ ) -  (3,log(r) 2: log V a f"  i— r - y D r - X , , .
«3

-  log(l -  W) E [ ^ l o g ( ^ ) ]  -  logOxiyr)
(3)

Equation (3) shows that the effects of 8, P / , and r are indistinguishable 
from each other. If we could measure r and P /, then we could use equation (3) 
(together with assumptions about the distribution o f /x̂ T) to estimate 8. In 
practice, we cannot measure either o f these. So instead what is typically done 
is to ignore the prineipal/agent issue (i.e. set 8 to unity), assume that P,' is equal 
to the current price, and then estimate the discount rate from some version o f  
equation (3). What is typically found is that r is relatively high. But what 
equation (3) shows is that this result can mean any o f three different things. It 
could mean that 8 is less than unity; it could mean that P / is less than assumed 
by the researcher; or it could mean that consumers truly utilize a high discount 
rate to evaluate these investments. There is simply no way, based only on 
observed purchase decisions, to disentangle these three phenomena.

Returning to equation (2), the term behind the summation sign shows 
that climatic departures from temperate conditions (increases in heating and/or 
cooling degree days) will encourage adoption, ceteris paribus. Other factors 
affecting energy use, such as income or education, could also matter. The 
second line o f equation (2) demonstrates that decreases in adoption costs will 
accelerate technology diffusion. Such decreases could be due to: changes in the 
direct costs o f equipment purchase and installation (Cf7); changes in "effective 
costs o f adoption" associated with learning (inversely correlated in our model 
with the prevalence of installation o f the technology within the region, vlT); and 
the builder’s own cumulative experience with the technology (SiJ7). Depending 
on the magnitude of the parameter (a2), there may be a dynamic externality in 
which increased adoption today fosters future adoption by increasing vir

Finally, direct regulations—such as building codes—can directly and 
positively affect adoption by decreasing expected costs (y ),n and government 
programs in the form o f subsidies or tax credits (Xi7) can directly reduce costs 
and thereby spur diffusion.

11. The magnitude of this impact is clearly an empirical matter. See, for example: Jaffe and 
Stavins (1993a, 1993b). In another strand of this research, we investigate the empirical implications 
of this model by specifying appropriate functional forms, and estimating parameters econometrically 
with data on the diffusion of thermal insulation in new residential construction in the United States 
over the period 1979-1988 (Jaffe and Stavins 1993b).
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DYNAMIC ADOPTION DECISIONS

In this second case, we consider a homeowner who is thinking about 
injecting blown insulation into exterior walls. To minimize expected costs,12 he 
or she must decide a t  w h a t t im e  (if any) to perform the retrofit installation. 13 
Because the technology may be significantly less costly in the future, this is not 
simply a yes-no decision like the one faced by the builder.

The costs that the homeowner wishes to minimize consist o f three 
elements—the present discounted value o f annual energy costs from the present 
to the time that the energy-saving technology is adopted; the present value of 
annual energy costs after the adoption; and the present value o f the one-time cost 
o f adoption. This dynamic optimization problem14 yields a necessary condition 
that adoption is predicted to occur at time T  such that:

(1 ~ 6 • w ) g  + yE).T ^  r  jL(C/7., Vl7)  ~ X.rj

(4)
d L  1 • [ ^ 1 d L  } • W r l +

d X .T

9 C,t J d T a v ir d T d T

where g ( m)  is a function that relates elements o f to annual fuel expenditures; 
VlT is the fraction o f retrofit candidates in jurisdiction i that have adopted the 
technology by time T; and all other variables are as defined previously.

The left-hand side o f equation (4) indicates that higher annual energy 
costs can encourage adoption, as can the effectiveness o f the technology15 and 
the existence o f relevant regulations. The first term on the right-hand side o f the 
equation indicates that higher adoption costs (whether direct or indirect) and 
higher interest rates discourage installation, and that government subsidies can 
encourage adoption. Finally, the presence o f the last set o f terms—the time 
derivative o f  adoption cost—indicates that adoption is discouraged by

12. It is also possible that energy conservation enters directly in some people’s utility functions. 
Further, note that if the hom eow ner is not risk-neutral, the riskiness o f  the investment can be 
captured by appropriate adjustment o f  the interest rate. In this regard, Hassett and M etcalf (1992) 
examine the effect o f uncertainty on the retrofit decision. By focusing on utility-maximization instead 
o f cost-minimization, we could also investigate the possibility that the optimal consumption o f  enei^y 
services (for example, the therm ostat setting) would change if  the house became m ore energy- 
efficient.

13. Because retrofitting an existing building is typically much m ore expensive than incorporating 
a new technology at the time o f  construction, our analysis o f  new construction ignored the possibility 
that the retrofit option affects the initial installation optimization problem .

14. The model is presented and solved in Appendix B. A more complete version is found in 
Jaffe and Stavins (1994).

15. Note that 1 - 8w is the expected proportion o f  energy saved.
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expectations o f decreased effective costs o f adoption in the future. Thus, even 
if  the current savings in energy costs are greater than the yearly annuity of 
adoption costs, it can pay to wait i f  those adoption costs are expected to fall over 
time at a sufficiently rapid rate.

By adopting appropriate functional forms for g(*)  and L ( •) in the 
retrofit context, we have:

( 1 - 5 + y°tr -  r  *  K +  a \ C iT +  a 2ViT ~ X lt ]
(5)

+ a i
\d C iT 1

+  /y
\dV iT) \d X iT}

dT a 2 dT dT + /V >  0

Equation (5) is a statement about the current rate o f energy savings; it 
does not involve present values of future streams, in contrast with equation (2) 
in the new construction case. On the other hand, it does include the time rate of 
change o f adoption costs, which brings into play current expectations o f future 
adoption costs. Put more concretely, to the extent that one expects that compact 
fluorescent light bulbs are getting cheaper or easier to find or easier to install, 
one might wait until next year to purchase and install them even if they are 
currently economical.16

Adoption decisions in the retrofit case are thus made on the basis of 
current energy prices without concern for the future paths of energy prices. 
However, equation (5) does indicate that interest rates still matter, since it is the 
annuity o f adoption costs that is critical. Higher implicit discount rates (r) will 
tend to retard adoption. As in the new-construction case, adoption will be 
slowed by artificially low energy prices (P|T). Climatic departures from 
temperate conditions will encourage adoption, as will other factors that increase 
energy use. The existence of relevant regulations can encourage adoption as 
well.

The second bracketed term on the first line o f equation (5) implies that 
high adoption costs will unambiguously discourage adoption, whether they are 
associated with: direct costs o f equipment purchase and installation (Cf7);
changes in effective costs o f adoption associated with learning (inversely 
correlated with cumulative adoption in the area, V[T); or government programs 
in the form of subsidies or tax credits (Xi7).

16. Thus the model produces a potential nonmarket-failure explanation of gradual diffusion, 
beyond those suggested above.
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Despite the irrelevance o f future energy price paths, equation (5) 
reminds us that the current time rate of change o f adoption costs does matter. 
In particular, it can pay to wait if  purchase or installation costs, or both, are 
falling, even though current net benefits o f adoption are positive. Likewise, if 
adoption is taking place very fast and information about the technology is thus 
increasing rapidly, it can pay to wait since a 2 <  0. Finally, if government 
subsidies or tax credits are increasing fast enough over time, one may choose 
to wait for the higher subsidy at a later date even though the current benefit-cost 
picture is otherwise positive.

THE ROLE OF PUBLIC POLICY

Either conventional command-and-control regulatory policies or 
incentive-based economic instruments can be used to influence the rate of 
technological diffusion. Which policy instruments will be best will depend in 
well-defined ways upon the relative importance o f the various causes o f the 
gradual diffusion o f those technologies. If the diffusion process is relatively 
unaffected by economic forces, then the economist’s standard argument that 
some sort o f market mechanism is the best way to internalize the social costs of 
C 0 2 emissions, for example, would presumably carry much less weight than 
otherwise. If people are not using technologies that are cost-effective at today’s 
prices, should we rely on carbon taxes or other policies that would raise the cost 
o f energy use? We would be more likely to achieve success, the argument goes, 
with regulatory mandates requiring the use o f particular technologies.

Some of the factors we have identified as influencing the rate of 
diffusion suggest a role for government intervention, but others should not be 
taken as meriting policy responses. In particular, the nonmarket failures may 
help to explain the gradual diffusion, but they do not argue for government 
intervention.17 Falling into this category are high discount rates,18 the individual 
costs o f absorbing and adapting to a new technology, heterogeneity of potential 
adopters, and the "dynamic wait-and-see" conditions that emerge in the retrofit 
case. The other major set o f factors we have examined—the market failures—not

17. M ore rapid diffusion is not necessarily better; in other w ords, the socially  optimal rate o f  

diffusion is not instantaneous. T o  the degree that a "gradual" diffusion rate is partially explained by 
market failures, how ever, that d iffusion rale can be said to be sub-optim al. In such case, appropriate 

governm ent actions can be em ployed to correct for the market-failure and thus to accelerate the 
diffusion process.

18. T o  the extent that high im p lic it  discount rates reflect market failures such as principal/agent 

problem s, they might provide evidence in favor o f  a need for policy  intervention. T o  the extent, 
how ever, that consum ers are not choosing efficient technologies because they truly have high  

discount rates for these kinds o f  investm ents, this would not merit a policy  response.
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only help explain gradual diffusion but also provide a set of potential 
justifications for government intervention.

The evaluation o f policies intended to influence energy-efficiency 
technology adoption decisions requires simulations that emulate the dynamic 
nature o f the respective decision processes. For illustrative purposes, we develop 
a simulation model of aggregate technological diffusion in the new-home 
construction case, based on equation (2). To simplify our analysis, we assume 
that (an unobserved factor influencing energy use) has a logistic distribution 
and is independent of other house-specific variables. Therefore, the fraction of 
homes in year T that will incorporate the technology is the probability that 
condition (2) holds, which is equal to the logistic cumulative probability function 
evaluated at the left-hand side o f equation (2), or:

where vT is the fraction o f newly constructed homes in year T  that use the 
technology, and Ar is the left-hand side o f equation (2).19

Using this simulation model, we graph in Figure 1 a base-case (no new 
policy) diffusion path for the time period 1978-1988. We chose to simulate this 
particular time interval because it encompasses a significant turning point in real 
energy prices. The resulting nonmonotonic diffusion curve is typical o f some 
energy-efficiency technologies in new homes during this period.20 With the help 
of the simulation model, simple differential calculus, or simpler inspection of the 
behavioral relationships, we can now explore the likely consequences of 
alternative public policies.

19. Given the assumption o f  independence o f and the other variables, those variables in 
equation (2) that vary across i and/or j  are evaluated at their means. To keep things simple for the 
policy analysis, we drop the term with S^ from the learning function; i.e ., we set a4 in equation (2) 
equal to zero. Otherwise it would be necessary to simulate multiple builder decisions simultaneously. 
Also, for the simulation model, we replace viT by the previous period’s value, and we adopt 
simple static expectations on prices, so that P„ is replaced by Pir

20. In fact, our base-case param eter and variable values reflect actual data for triple-pane 
windows, and the simulated diffusion curve is similar to the observed diffusion path o f  that 
technology in the United States. The shape o f  the diffusion path is partly a consequence o f  the 
related path o f expected, real energy prices, and is related to the decreasing use o f  triple-pane 
windows during the second half o f the tim er period (Jaffe and Stavins 1993a).

1
V - =  -----------------

1 + e 'Ar
(6)
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Figure 1. Base-Case Simulation and the Effects of Alternative Constant 
Policy Changes

First, the public-good aspect of incomplete information can suggest a 
number o f policy responses, depending upon the nature o f the incomplete 
information. Where uncertainty surrounds the potential benefits o f energy- 
conservation technologies in new construction, our analysis suggests that 
government could establish standards for energy audits and disclosure 
requirements for new buildings, thereby increasing 5. Graphically, this shifts the 
diffusion path in Figure 1 upward. Likewise, public information campaigns 
about the potential benefits and costs of adopting new technologies could be 
effective in the new construction case (51 , a , I , r I ) and the retrofit case (a 3 I , 
r l ) . 21 Focusing on the attributes of the technologies themselves, product

21. As with increases in 6, so too with decreases in the (constant) interest rate,(r); the effect is 
to shift the diffusion path upward while retaining its basic (nonmonotonic) shape.
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labeling requirements, or guidelines could be effective for new construction 
(a, I , S t )  and retrofitting (a 31 , S t ).

Concern about principal-agent problems has led in the past to legislative 
proposals requiring the U.S. Department o f Energy to develop a voluntary home 
energy rating system that would provide consumers with better information on 
the efficiency of prospective homes (S t) . Standards for audits and disclosure 
would have the same basic result.

The appropriate policy response to artificially low energy prices will 
depend, o f course, upon the reason for the problematic pricing. One approach 
would be to increase energy prices (Put )  in those markets where they are 
currently subsidized. In this same context, the existence of unintemalized 
environmental externalities associated with particular sources of energy clearly 
calls for those externalities to be internalized, through pollution taxes, tradeable 
permit systems, or other economic instruments (Put ) ,  or through conventional 
command-and-control regulations (D ^ t) .

It is frequently asserted that free-rider problems will lead to less than 
the socially optimal amount of research and development by private firms. To 
the extent that this is true in the energy-efficiency technology area, government 
support for technological research and development may be called for. In our 
analysis, this could translate into decreases in the purchase and installation costs 
o f new technologies (CiTl )  and/or increases in the effectiveness (engineering 
efficiency) of those technologies (w l) . Further, since adoption behavior can 
itself result in positive externalities if others’ use of a technology is an important 
source of valuable information, there is an argument in favor of government 
employing "adoption subsidies" or tax credits (X .-rt).22

As indicated, some energy-efficiency technologies used in new home 
construction-such as triple-pane windows—have exhibited nonmonotonic 
diffusion paths. What policies could have been used to foster a monotonicly 
increasing diffusion path in the face of falling real energy prices? First o f all, 
if adoption costs had been falling sufficiently rapidly over time, the depressing 
incentive effects o f falling energy prices would have been reversed. Indeed, 
various hypothetical time paths o f falling adoption costs (Ci7) produce diffusion 
paths in which the "negative effect" o f falling energy prices after 1983 is 
overcome. Depending upon the rate at which adoption costs fall, the diffusion 
path o f the technology can take on a constantly rising pattern or a classical 
sigmoid shape (Figure 2).

22. In the new-home construction case, simulations o f decreases in the purchase and installation 
costs o f  new technologies (Cjr), increases in those technologies’ engineering efficiency (7-w), and 
increases in adoption subsidies or tax credits (XiT) exhibit the same effect: upward shifts o f  the 
nonmonotonic diffusion path (see Figure 1).



Climate Change 445

Energy-Efficiency Investments 1 5 7

Figure 2. The Effect o f Decreasing Adoption Costs on Technological 
Diffusion

Besides supporting technological research and development efforts to 
bring down adoption costs, Qr> how else might government policy be employed 
to counteract the post-1983 price effects and maintain adoption rates, or even 
push them to continually higher levels? First, government support o f research 
and development—an approach that is favorably viewed by the present 
Administration for a host o f environmental and resource problems—can have the
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Figure 3. The Effect of Increasing Engineering-Efficiency on Technological 
Diffusion

effect not only of decreasing option costs but also on increasing the efficiency 
of available technologies (w l) .  Figure 3 shows that as w falls over time from 
an initial value of 0.99 (indicating virtually no efficiency advantage) to 0.50 
(indicating that the technology cuts energy demand by 50 percent), annual 
adoption increases monotonicly in an essentially sigmoid path from zero to 30 
percent o f newly constructed homes.

Other dynamic government policies could be employed to compensate 
for falling energy prices. For example, a continuously increasing subsidy (Xi7) 
of sufficient magnitude could be used to maintain adoption rates at their peak 
level (again, in the face of falling energy prices). Indeed, subsidies of various 
magnitudes can be employed to have essentially whatever effect is desired. At 
one extreme, a constant subsidy set equal to the basic engineering cost of the 
technology results in a 100 percent rate of adoption after only eight years (the 
delay resulting from the effect of learning on effective costs of adoption).
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Figure 4. The Effect of a One-Time Increase in Regulatory Stringency on 
the Annual Rate of Technological Diffusion

The obvious alternative to a subsidy on the technology (or a tax on 
energy prices) is a conventional regulatory approach, such as the use o f building 
codes in the new-construction context. Although regulations can—in 
theory—have the desired effect, our analysis indicates that a one-time change in 
regulatory stringency should not be expected to lead automatically to an 
increasing or even a constant level o f annual adoption. Figure 4 represents a 
situation in which a command-and-control regulation is initiated in the year 
1981. As expected, adoption increases dramatically in that year and then 
continues to increase at a much slower rate to the peak year of 1983. Subsequent 
to that time, however, the effects of falling energy prices dominate, and we find 
the rate o f diffusion falling gradually despite the constant level of regulation. 
Conventional regulations, like market-based instruments, can be effective, but 
neither are likely to be a panacea in the face of strong, contrary forces in the 
economy.
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CONCLUSIONS

Understanding the causes of the gradual diffusion of energy-conserving 
technologies is key to identifying appropriate policy responses. One set of 
causes, which we have labelled the "nonmarket-failure” causes—private 
information costs, high discount rates, and heterogeneity among potential 
adopters—do not provide legitimate justifications for government intervention. 
On the other hand, a fairly large number of potential market-failure explanations 
—information problems, principal-agent slippage, and unobserved costs—can 
provide solid arguments for government action. W hile our analysis indicates how 
alternative policy instruments—both economic incentives and direct 
regulations—can hasten the diffusion of energy-conserving technologies, the 
selection o f appropriate policy instruments will depend upon the relative 
importance of the various underlying explanations of the gradual diffusion of 
energy-efficiency technologies.

APPENDIX A

In the new construction case, we focus on a simple discrete technology 
for purposes of explication, although the model can be generalized to represent 
multi-valued discrete or continuous technological choices, such as installation of 
insulation of various "R-values" in exterior walls. In our example, the builder’s 
problem is:

1 • 5 • (1 -  w) • |  giky, ,n .,) • e ~"dt 

-  yDiT~ X.jj

where uppercase letters represent stocks or present values; lowercase letters 
represent flows; and Greek letters represent parameters (except for t  and /x, as 
indicated below). The variables are:

TTyr — profit associated with adopting the technology in constructing 
house j  in geographic area (and political jurisdiction) / at time 
T;

I =  indicator of choice to adopt the technology ( / =  1 if the 
technology is used and 0 otherwise);

max ir .jT

{/}
B +
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B =  base selling price of the house without the technology;

6 =  discount (0 ^  6 <  1) or premium (6 >  1) applied by market
to value of energy savings;

w =  index o f average quantity o f energy used by the technology 
relative to energy consumption if the technology were not 
employed (0 <  w <  1);

kUt =  vector o f current and expected future values of observable 
characteristics of the home (for example, size, type o f heating 
plant), and region (price o f fuel, climate, average income and 
education);

fXyt =  unobserved factor affecting energy use;

g ( 9) =  function that relates elements o f kijt to annual fuel 
expenditures;

e =  base of natural logarithms;

r =  real market rate o f interest;

CiT =  engineering estimate of cost o f adoption o f the technology;

=  cumulative stock o f houses built by builder that incorporate 
technology;

viT =  fraction of newly constructed homes in jurisdiction i that 
incorporate the technology;

L ( m)  =  function that generates the "effective cost" o f installation from 
the engineering cost and the prevalence o f use o f the 
technology;

DiT =  dummy variable set to unity if  jurisdiction i has regulation in 
year T  requiring that the technology be installed;

7  =  parameter that captures the average perceived monetary
equivalent cost o f ignoring regulation, presumably a function 
of the nature o f the regulations, the magnitude o f penalties, 
perceived probabilities of enforcement, and likely stigma; and
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XiT = subsidy or tax credit in jurisdiction i for adopting the 
technology.

This optimization problem yields a necessary condition for technology 
adoption that compares the overall cost of adoption with the expected increase 
in the selling price of the house. We derive the necessary condition for adoption 
by denoting the expected discounted present value of the function g ( m) as G( •), 
Thus, the technology should be employed if:

6* (1 * w )- G(k.JT,n iJT) + 7DlT > L(C.t , S.r , v.T) -  X.T (A2)

APPENDIX B

In the retrofit case, the costs that the homeowner wishes to minimize 
consist of three elements—-the present discounted value (PV) of annual energy 
costs from the present to the time that the energy-saving technology is adopted; 
the PV  of annual energy costs after the adoption; and the PV  o f the one-time 
cost of adoption:

T  »

M  PV(T) = [ • e ' ndt + w 4  g ( k iJI,ni. ) - e - ndt
W  J o t  (B l)

T

+ [L{ClT,V iT) - X lTW ' r  + 7 ‘ f Dk -e-"dt
• ' a

subject to T > 0

where T  is the time of adoption (installation); ViT is the fraction of retrofit 
candidates in jurisdiction i that have adopted the technology by time T; and all 
other variables are as defined previously. Although interventions such as 
regulations are typically not utilized in this retrofit context, we allow for their 
impact here because in other possible applications—such as industrial pollution
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control—they can be designed either to affect all sources (thus requiring 
retrofitting at existing sources) or only new sources.1

The formulation o f installation cost differs slightly in the retrofit case 
from the new construction case. Since the homeowner will not usually have 
previous experience with the technology, we take the effective cost to depend 
only on the engineering cost and the local prevalence of the technology. Given 
the nature of the retrofit situation, we take this prevalence to be represented by 
the fraction of the stock that has been retrofitted, rather than the current retrofit 
rate.

First-order conditions for maximizing PV(T) in equation (B l) subject 
to the constraint o f equation (B2) can be expressed in a condensed form in 
which adoption should occur in year T  if:2

^  0 and adoption has not yet occured. (®3)

By evaluating the inequality condition in equation (B3), dividing by e rT> and 
rearranging terms, we have the following equation, in which adoption is 
predicted to occur at time T  such that:

(1 -  6 • w ) g ( k . jT , li yT) + yD.T >  r  • [L(C.r , yir) -  X iT]

d L  1 •
dCiT d L  1

• f ^ r l + d x iT\

r c *J
dT d Va \ dT dT

1. The effect of regulation enters into the objective function as the final term in the second line 
of equation (61). Thus, we are viewing regulations as an additional cost to be minimized, where 
this cost is equal to the "effective penalty" of noncompliance from the present time to the date of 
adoption (and compliance). Alternatively, the limits of the integral in the regulation term could be 
the time of adoption (7) and infinity, in which case the term would be subtracted instead of added. 
Then we would be viewing the effect of regulation as providing a benefit (an "avoided cost") to the 
adopter from the time of adoption onward. These two specifications of the impact of regulations are 
equivalent.

2. Sufficiency depends upon the satisfaction of second-order conditions, discussed in Jaffe and 
Stavins (1994).
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[28]
The Modelling of Policy Options 
for Greenhouse Gas Mitigation in India

Greenhouse gas (GHG) emissions in India have important 
implications for global climate change. Emission trajectory 
and mitigation policies for India are analyzed using two 
models, a bottom-up energy systems optimization model 
(MARKAL) and a top-down macroeconomic model (Sec-
ond Generation Model (SGM )). MARKAL is used to 
analyze technologies, peak electricity demand, carbon 
taxes, and a range of different policy scenarios. Carbon 
taxes and emissions permits are analyzed using SGM. In 
the reference scenario, energy use and carbon emissions 
increase nearly fourfold between 1995 and 2035. The 
analysis indicates that investment in infrastructure can 
substantially lower energy intensity and carbon intensity. 
A high carbon tax induces the substitution of natural gas 
and renewable energy for coal, and also causes a signi-
ficant decrease in gross national product and consumption. 
The limitations of present models for analyzing mitigation 
policies for developing countries are discussed. Improve-
ments for realistic representation of developing country 
dynamics and a policy agenda for GHG mitigation studies 
in developing countries are proposed.

cost mitigation opportunities such as the promotion of energy 
efficiency, a less carbon-intensive fuel mix, and renewable en-
ergy technologies. Unlike developed countries, in which previ-
ous infrastructure investments and consumption practices have 
locked the economy into a high energy and high emissions path, 
developing countries can make decisions that promote low en-
ergy and carbon intensities. The conventional development path 
can be leapfrogged by making decisions that encourage patterns 
of development that can be sustained by low resource use. While 
such development is desirable, market forces alone may not in-
duce investments along this development path. On the contrary, 
the competition in global markets often compels developing 
countries to shift their investments away from a long-term goal 
of sustainability, which can be regarded as an impediment to eco-
nomic progress and a hindrance to the competitiveness of na-
tional industries. In their formulation of GHG mitigation strate-
gies, developing countries must resolve the conflict between their 
immediate economic goals and their long-term goal of develop-
ing sustainably.

MODELLING PARADIGMS

INTRODUCTION
A least-cost response to global climate change in developing 
countries presents a variety of challenges and opportunities. Al-
though current emissions from developing countries account for 
only one-third of global anthropogenic greenhouse gas (GHG) 
emissions, their future share of emissions will be much higher. 
GHG mitigation in developing countries is therefore crucial for 
the stabilization of atmospheric greenhouse gas concentrations 
at a level that would prevent dangerous anthropogenic interfer-
ence with the climate system (1).

Within developing countries, there are a large number of low-

Figure 1. In India, per capita energy coneumption and carbon emlsaione (Including 
biomass) have been rising, and will continue to rise In the future unless strong 
mitigation efforts are made. Biomass is assumed to be carbon neutral. The data 
points from 1995 onwards are from the MARKAL reference scenario.

GHG mitigation requires an understanding of the complex and 
dynamic interactions among energy, environment, and economy. 
Models that have been used to capture these interactions are com-
monly classified as one of two types: bottom-up or top-down. 
Bottom-up models specify technologies, resources, and demands 
in detail. Top-down models have higher sectoral aggregation, but 
better characterization of impacts on economic growth, price 
feedbacks, and trade (2). Most top-down models are based on 
an equilibrium framework and assume the economy to be in 
competitive equilibrium resulting from optimal decisions made 
by consumers, producers, and the government.

The model dichotomy also reflects two different paradigms.
Bottom-up models follow the optimistic “engi-
neering paradigm”, whereas top-down models re-
flect the pessimism of the “economic paradigm”. 
Bottom-up models presume the existence of an 
efficiency gap. Opportunities such as “no regret” 
improvements in energy efficiency are identified 
to make energy services efficient. The existence 
of an efficiency gap is explained by identifying 
myriad barriers to efficiency. The pessimism of 
top-down models originates from the assumption 
that the present technology mix is the end-prod-
uct of an efficiently performing market. Recent 
model developments have attempted to bridge the 
gap between the two modelling approaches (3), 
but with limited success (4).

Gaps in the Modelling of Developing 
Countries
Numerous GHG policy studies have been per-
formed in developing countries (5, 6). Most use 
bottom-up models. Top-down studies of develop-
ing countries are rare (7). The present models ex-
press the economic dynamics of developing coun-
tries in the image of developed market economies. 
Developing country realities such as underdevel-
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oped markets, vast informal and traditional sectors, predominant 
government monopolies, restrictions on trade, and multifarious 
barriers to competition are inadequately modelled. Consequently, 
estimation of future GHG emissions and policy prescriptions for 
their mitigation are distorted.

Both model types need considerable refinement, adaptation, 
and extension to provide realistic and insightful analysis of miti-
gation policies for developing countries (8). An adequate mod-
elling framework for developing countries should include: the 
traditional and informal sectors; developmental priorities beyond 
economic efficiency, including equity; development alternatives 
with substantial investment in infrastructure; research and de-
velopment; institutional arrangements that can alter development 
patterns; and strategies for influencing consumer behavior.

INDIA: ENERGY AND ENVIRONMENT PROFILE
India is a fast-growing developing economy. Its population of 
900 mill, will grow to 1400 mill, by 2025 (9). Three quarters of 
India’s population live in rural areas under a traditional economy. 
Agriculture’s share of the gross national product (GNP) remains 
around 30% (10). In 1991, per capita income was USD 350 
(USD 1150 with purchasing power parity) (11). Although per 
capita energy consumption and carbon emissions are increasing 
(Fig. 1), they remain well below the global average. Until 1990, 
government policies followed a mixed-economy model. Both 
agriculture and consumer industries were developed in the pri-
vate sector. Energy, infrastructure, and heavy industry were in 
the government domain. The prices of energy, essential com-
modities, and services were regulated. Currency was not con-
vertible. Since 1991, the Indian government has initiated mar-
ket-oriented reforms. Although these reforms have influenced 
industries and external trade, their impact on rural and traditional 
economies has been marginal.

Economic development in India has followed an energy-in-
tensive and carbon-intensive path. Domestic coal is the primary 
energy source for electricity and industry. Oil consumption has 
increased rapidly to meet growing transport demand. The do-
mestic oil supply has not met the national demand, leading to 
growing oil imports. Noncommercial biomass contributes more 
than 25% of energy. The growing population and limited sup-
ply of clean fuels in rural areas, and the inability of the rural 
masses to buy commercial fuels, has resulted in a rural energy

crisis. Unsustainable use of forest biomass by industry and an 
increasing demand for land has cohtributed to severe deforesta-
tion. Of the anthropogenic carbon emissions, 40% are attributed 
to changes in land use (12). Substantial use of fossil fuel has 
led to poor air quality in most Indian cities. Because biomass 
use is decentralized, its impact on outdoor air quality is low ex-
cept during the winter months in urban areas. However, the ex-
tensive use of biomass fuels for domestic cooking causes severe 
indoor air pollution (13) and has a significant impact on the 
health of women and children.

GHG MITIGATION ANALYSIS WITH THE MARKAL 
MODEL
MARKAL is an energy systems model ideally suited for techno- 
economic analysis (14). It is driven by exogenously forecasted 
activity levels for different economic sectors. Technologies are 
used to signify the input and output relationships among sectoral 
demands, energy demands, and energy resources. The costs of 
technologies and resources are specified exogenously. GHG 
emissions are accounted for as by-products of the energy-con-
suming technologies used to meet the demand from economic 
sectors. The model is formulated as a linear program in order to 
minimize discounted total energy and environmental costs over 
the planning horizon, while meeting energy needs and other con-
straints. Linear formulation facilitates the handling of the large 
number of variables and constraints (more than 5000 and 4000, 
respectively, for Indian MARKAL) that are required for a de-
tailed bottom-up analysis.
Indian MARKAL: The Reference Scenario
Indian MARKAL is set up for a 40-yr period (1995 to 2035). 
The reference scenario assumes a 4.5% average annual growth 
rate in GNP. The growth rate ranges from 6% in the early years 
to 2.5% in later years. The economy is divided into two seg-
ments: modem and traditional. The transition of traditional ac-
tivities into the modem economy is accounted for by adjusting 
future demand in the end-use sectors. Demand is disaggregated 
into 40 sectors and is forecasted for each sector using a logistic 
function (15) that follows an s-curve pattern. This is realistic for 
developing economies that are currently experiencing high eco-
nomic growth but will stabilize at a lower growth rate in the fu-
ture. Electricity demand is specified separately for daily peak 

and off-peak hours. An 8% annual dis-
count rate is used.

Technology representation is detailed; 
600 present and future technologies, in-
cluding 90 electricity-generating tech-
nologies, are included. The cost of a 
service delivered by a technology and 
fuel combination varies by location be-
cause of differences in capital costs, 
natural causes such as the quality of a 
coal mine or wind pattern, and economic 
conditions such as the type of institu-
tional arrangements (16). Fuel and tech-
nologies are modelled with heterogenous 
costs to allow realistic competition. En-
ergy consumption and fuel mix for the 
reference scenario are shown in Figure 
2. Analyses of different scenarios and 
comparison with the reference scenario 
are discussed below.
Growth Scenarios
The high-growth and low-growth sce-
narios assume average annual GNP 
growth rates of 5% and 4%, respectively,

2 4 1

F ig u re  2 .  E n e r g y  c o n s u m p t io n  f o r  th e  r e fe r e n c e  s c e n a r io  in c r e a s e s  t h r e e f o ld  o v e r  f o u r  
d e c a d e s .  C o a l  c o n t in u e s  to  d o m in a t e  t h e  e n e r g y  s u p p ly .  S h a r e s  o f  n a t u ra l  g a s  a n d  o il  In c r e a s e  
s ig n if ic a n t ly .
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Figure 3. Energy intensity peaked in 1980. Future growth rate does not affect energy 
intensity. It will decline under any growth scenario.

Figure 4. Carbon intensity peaked in 1990. it will decline in the future under any 
growth scenario.

compared to 4.5% for the reference scenario.
Sectoral demand in the growth scenarios is esti-
mated from demand in the reference scenario and 
the elasticity of demand with GNP. Both energy in-
tensity and carbon intensity decline over time in the 
growth scenarios (Figs 3 and 4). Of the reductions 
in future energy and carbon intensity 90% result 
from technology improvements, while a change in 
fuel mix accounts for the remaining 10%.

Energy intensity declined after 1980 due to the 
decreasing share of traditional biomass fuels in the 
total energy mix, the increasing shares of petroleum 
products and natural gas, and the penetration of en-
ergy-efficient technologies. Carbon intensity contin-
ued to increase until 1990, however, due to the de-
cline in the share of hydropower (which is carbon 
free) in the electricity sector, the decline in the share 
of biomass fuels (which are assumed to be carbon 
neutral), and a rapid increase in the use of coal.
Since 1990, carbon intensity has been declining as 
a result of the relatively higher rate of penetration 
of petroleum products and natural gas and further 
improvements in energy efficiency. As can be seen 
in Figure 3, energy intensity also began to decline 
at a faster rate after 1990.

In the low-growth scenario, both energy and car-
bon intensity decline initially as the share of domes-
tic energy from gas and hydropower increases. Both 
the energy and carbon intensity in the high-growth 
scenario are greater than the intensities in the ref-
erence scenario, but the gap narrows in later years.
Initially, high growth is fueled by domestic coal as 
well as imported oil and gas. In later years, penetra-
tion of gas increases as domestic coal becomes more 
expensive. Evidently, higher growth would require 
robust mitigation actions such as investments in in-
frastructure and energy efficiency, promotion of 
clean coal and renewable technologies, and a car-
bon tax.

Carbon Tax Scenarios
Five carbon tax scenarios are analyzed (Table 1).
The carbon tax scenarios range from a no tax sce-
nario, to a stabilization tax scenario in which the tax 
is the amount necessary to stabilize the atmospheric 
GHG concentration over the long-term (17). Com-
pared to the no tax scenario, carbon emissions under the 
stabilization tax decline by 25% (Fig. 5). Successively higher 
tax levels lead to lower emissions, but marginal mitigation gains 
are low at higher tax levels. The implementation of a carbon tax 
reduces emissions by promoting a change in fuel mix, wherein 
coal is replaced by gas and, to a lesser extent, by hydro and re-
newable energy. Coal demand declines drastically under higher 
carbon taxes (Fig. 6).

Penetration of Renewable Energy
Supported by government programs in India, several renewable 
energy technologies have penetrated decentralized and rural ap-

plications as well as centralized electricity generation. An analy-
sis of renewable electricity-generating technologies (Fig. 7) sug-
gests that several of the technologies have competitive poten-
tial. The penetration of renewable technologies is vitally influ-
enced by a carbon tax. Wind power and small hydropower have 
much potential within the next decade. These technologies are 
at a takeoff stage and can penetrate rapidly if a level playing field 
is provided by taxing fossil fuels. A stabilization tax would ac-
celerate the penetration of wind power by four times (to 4750 
MW) in 2005 relative to the no tax scenario. The penetration of 
small hydropower would receive a similar boost as a result of 
the stabilization tax. The present cost of solar photovoltaic (PV)

Table 1. Carbon tax scenarios (USD per ton of carbon), 1995 to 2035.

Scenario 1995 2 0 0 0 2005 2 0 1 0 2015 2 0 2 0 2025 2030 2035

Stabilization tax 11.96 26.99 40 .00 59.99 79.00 99.00 120.04 143.57 162.00
High tax 7 .50 20.24 30.00 44.99 59.25 74.25 90.03 107.68 121.50
Medium tax 0 .00 5 .00 20 .00 29.99 39.50 49.50 60.02 71.78 81.00
Reference 0 .00 0 .00 10.00 15.00 19.75 24.75 30.01 35.89 40 .50
No tax 0 .00 0 .00 0 .00 0 .00 0.00 0.00 0 .00 0.00 0.00

242 © Royal Swedish Academy of Sciences 1996 Ambio Vol. 25 No. 4, June 1996
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power is too high. A stabilization tax and 
the declining cost of PV technologies 
make them competitive after the year 
2010. A higher carbon tax accelerates the 
penetration of all renewable technologies. 
For example, under the no tax regime, PV 
technology takes off after the year 2030; 
under the stabilization tax regime, PV 
technology takes off two decades earlier. 
Interestingly, each successively higher tax 
level advances the take-off of PV penetra-
tion by about five years.

Infrastructure Scenarios
The four infrastructure scenarios analyzed 
are: i) a transport scenario, shifting traffic 
from road to rail; ii) a clean coal scenario, 
with additional coal washing capacity; iii) 
an electricity transmission and distribution 
(T&D) scenario aimed at reducing losses 
and extending electricity reach to rural ar-
eas; and iv) a demand-side management 
(DSM) scenario with efficient electricity 
use and peak load measures. Simultaneous 
implementation of these scenarios lowers 
energy and carbon intensities by 10%. The 
infrastructure scenarios assume only mod-
est institutional changes and investments; 
they do not include more far-reaching al-
ternatives such as relocating activities, 
changing consumption behavior, substitut-
ing communication for transportion, or 
mandating the use of renewable technolo-
gies. Although difficult to implement, such 
far-reaching changes could lead to an 
economy with very low energy and carbon 
intensities.

Tran sport Scenario: Transport is among 
the fastest-growing sectors. Between 1990 
and 2030, passenger travel (in person km) 
is projected to increase more than nine-
fold; freight travel (in ton km) is projected 
to increase approximately sevenfold. In the 
past two decades, road transport’s share of 
freight movement increased from 35% to 
56% while its share of passenger move-
ment increased from 59% to 77% (18). A 
rapid increase in road traffic has contrib-
uted to rapidly declining standards of road 
safety and an increase in urban pollution. 
Rail capacity in India is constrained by 
limited track length, slow electrification of 
tracks, and inadequate locomotive supply 
and wagon capacity. Excess demand ex-
ists for freight and passenger movement by 
rail. The transport scenario assumes that, 
over a decade, the investment in rail ca-
pacity will shift 25% of road movement to

Figure 7. H igher carbon taxes 
accelerate the penetration of 
renewable technologies for 
electricity production. In 2035, 
renewable power capacity under 
the stabilization tax is more than 
twice as high as in the no tax 
scenario.

Figure 5. Carbon em issions under different tax scenarios. In the reference scenario, 
carbon em issions increase fourfold over 40 years. Higher taxes reduce em issions 
because gas and some renewable energy are substituted for coal.

Figure 6. Carbon taxes have dramatic effects on coal consum ption. If no tax is applied, 
coal consum ption in 2035 exceeds one thousand million tons. Under the stabilization 
tax, coal consum ption declines to 400 million tons.

Ambio Vol. 25 No. 4, June 1996 © Royal Swedish Academy of Sciences 1996 2 4 3
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Figure 8. Diesel consumption increases fivefold over 40 years in the reference 
scenario. Improvement In transport infrastructure and shifting 25% of road traffic to 
rail will reduce diesel consumption by 25%.

rail and investment in road infrastructure will en-
hance efficiency by 5%. These infrastructure im-
provements translate into 2% energy savings and 
0.5% savings in carbon emissions in 2035. There 
are additional benefits such as reduced oil consump-
tion (Fig. 8) and better air quality in cities due to 
lower traffic.

C lean  C oal Scenario: Coal-washing capacity has 
stagnated at about 10% for the last two decades. In-
dian coal has a high ash content (35%). Associated 
problems such as ash disposal, particulate and sulfur 
dioxide emissions, and excess transport burden can 
be mitigated by coal washing. Washed coal has bet-
ter combustion efficiency and lower weight for the 
same energy content. The clean coal scenario as-
sumes that 15% of coal produced in the year 2000 
and 50% of that produced in year 2035 will be 
washed, compared to 10% for the reference sce-
nario. In 2035, ash disposal and sulfur dioxide emis-
sions decline by one-third, freight transport demand 
on railways declines by 3%, and energy use and car-
bon emissions decline by 1%.

E lec tr ic ity  T& D  Scen ario : Two deficiencies of 
the electricity T&D network in India are high losses 
and inadequate reach in rural areas. High T&D 
losses translate into direct system inefficiency. Inadequate reach 
and disruptions in electricity supply during peak load hours in-
duce energy and economic inefficiencies and, at the same time, 
adversely affect social development. Two direct energy conse-
quences of poor rural electrification are the inefficient use of 
kerosene for lighting and diesel engines for irrigation. The elec-
tricity T&D scenario assumes investment in efficient T&D tech-
nologies, extension of the rural electrification network, and ad-
equate electricity supply to rural areas. These investments re-
duce energy and carbon intensities through savings in electric-
ity, diesel, and kerosene. The long-term impact on India of the 
electricity T&D scenario is a reduction of 3.8% in energy in-
tensity and 2.7% in carbon intensity in year 2035.

D S M  an d  P eak  E lec tr ic ity  Scen ario : Demand-side manage-
ment of electricity use refers to a broad range of strategies for 
influencing the consumption behavior of energy users in terms 
of quantity and timing of energy use. Electricity planning in In-
dia has focused on the supply side. Within the integrated least- 
cost energy planning framework, many DSM options are less 
expensive than investment in new power plants. In addition, 
DSM conserves energy resources and reduces emissions. A cen-
tral problem of electric power planning in India is meeting the 
peak demand. At present, there is a 19% shortage in electric 
power capacity for meeting peak demand (19). This causes fre-
quent power shut-downs, which lower economic productivity as 
well as quality of life. DSM strategies also influence users to 
shift their time of electricity use away from peak load hours. 
Implementation of DSM will require creating institutions, financ-
ing users to replace inefficient appliances, enforcing equipment 
standards, reforming electricity pricing to include economic and 
social costs, and establishing differential tariffs for peak and 
nonpeak hours. Analysis of DSM measures with the MARKAL 
model shows a 9% reduction in electricity generation and 15% 
decline in electric power capacity in the year 2035, relative to 
the reference scenario. These translate into a decline of 4% in 
energy intensity and 5% in carbon intensity.

GHG MITIGATION ANALYSIS WITH SGM
The Second Generation Model (SGM) used for top-down analy-
sis is a computable general equilibrium model (20) calibrated 
for 1985. Our analysis spans 45 yrs, from 1985 to 2030. The 
economy is represented by nine producing sectors (including

seven energy sectors), four final-demand sectors, and three fac-
tors of production. Each sector has several subsectors that rep-
resent different technologies or fuel grades. For example, there 
are six subsectors for the electricity sector. There are 20 
subsectors in total and each produces a homogenous good. Pro-
duction relations are represented by constant elasticity of sub-
stitution functions. Technological change is assumed to be 
“Hicks Neutral” and is exogenously introduced as change in to-
tal factor productivity. Technological progress also results from 
selection of new technologies. Economic growth occurs through 
enhanced factor supply and improved productivity (e.g., tech-
nological progress).

Investment in a sector (or subsector) in each period depends 
on the savings in the economy and expected profit in the sector. 
Investment allocation is determined by a logit function. Capital 
is assumed to be the “putty-clay” type; that is, once the invest-
ment occurs, the technology cannot be changed. Capital is mod-
elled using a vintage approach and investments operate for life 
or until they cover operating expenses. Data are required for the 
1985 input-output table, past capital investment pattern, energy 
flows in the economy at subsector and technology level, reserves 
of resources, land supply, and current emissions. The labor sup-
ply is estimated using a separate demographic model. Both re-
newable and natural resources are explicitly treated. Only com-
mercial energy sources are considered. Traditional biomass fu-
els are ignored since national accounts and official input-output 
data do not include their value.
The Reference Scenario
The reference scenario’s carbon tax trajectory for SGM is iden-
tical to the trajectory for the MARKAL reference case (Table 
1). The carbon tax is modelled as an additive tax per ton of car-
bon content in fossil fuels. Revenue from the carbon tax is re-
cycled to households by adding to income. In SGM, the carbon 
tax alters the macroeconomy. Demand and supply respond to 
endogenous price changes and the economy moves to a new 
equilibrium state. In MARKAL, demands from economic activi-
ties are inelastic to the price of servicing the demand, and en-
ergy supply and costs are exogenous. Thus, in MARKAL, the 
carbon tax influences the energy and emissions only through 
changes in technology investments and fuel mix.

The SGM reference scenario predicts annual growth rates of 
3.5% for GNP and 3% each for energy use and carbon emis-
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sion between 1990 and 2030. Coal and oil are 
projected to be the dominant fuels. Coal is the 
primary source of electricity. Strict comparabil-
ity between SGM and MARKAL is not possible 
due to differences in model specifications and as-
sumptions. SGM ignores the traditional biomass 
fuels that are accounted for in MARKAL. Un-
like MARKAL, where it is exogenous, the 
growth rate of the economy is endogenous to 
SGM. In addition, the different perspectives of 
top-down and bottom-up models discussed ear-
lier are pertinent. Keeping these caveats in mind, 
it is interesting to compare the results of the two 
models.

The GNP growth rate predicted by the SGM 
reference case is lower (3.5%) than the growth 
rate predicted for the low-growth case in 
MARKAL (4%). To compare the results of the 
two models, a new MARKAL scenario was de-
veloped with a 3.5% annual growth in GNP. This 
scenario is identical to the MARKAL reference 
scenario in all respects, except for the end-use de-
mands which are adjusted to the 3.5% growth 
rate. After correcting for biomass fuels, which are 
ignored in SGM, the aggregate energy and car-
bon intensities in the new scenario are 20% lower 
than in the SGM reference scenario. In both 
cases, coal dominates the energy supply. SGM 
restricts gas imports to maintain the trade balance 
endogenously. Gas consumption and penetration 
of renewables are higher in the new MARKAL 
scenario than in the SGM reference scenario. In 
SGM, in the year 2030, a carbon tax causes 0.1%
GNP loss annually and 0.4% consumption loss 
compared to a no carbon tax future. The no tax 
scenario in SGM has 25% higher energy- and 
carbon-intensity than the reference scenario.

M itigation Scenarios

Top-down models are highly suitable for ana-
lyzing the effects of economic instruments such 
as taxes, subsidies, emission quotas, and permits.
Carbon taxes alter the cost structure of fossil fu-
els. Two mitigation scenarios are analyzed using 
SGM. Carbon emissions in the SGM reference 
scenario are three times higher in 2030 than in 
1990. The 1 X mitigation scenario assumes the application of a 
carbon tax to stabilize future carbon emissions at the 1990 level. 
The 2 X scenario assumes that carbon emissions stabilize at 
twice the 1990 level. SGM computes the optimal carbon tax tra-
jectory for achieving each mitigation scenario (Fig. 9). The tax 
level required for achieving the 2 X scenario is 25% higher than 
the reference scenario after 2025. The carbon tax induces 
stronger response in SGM than in MARKAL. In SGM, the tax 
results in inputs to existing technologies rather than energy; in-
vestment in technologies that are not carbon intensive; and price- 
induced losses in consumption and GNP (Fig. 10). In MARKAL, 
the tax influence is limited and stems only from future technol-
ogy investments.

The carbon tax that is necessary to achieve the 1 X scenario 
is very high. Meeting such a low-emission target requires con-
siderable adjustments in the economy, such as totally phasing 
out coal-based electric power by 2010, and large investments in 
nuclear, renewable, and energy-efficient technologies. Emissions 
are also reduced as a result of substituting other inputs in pro-
duction and consuming sectors throughout the economy for fossil 
energy; this substitution leads to an annual 6% loss in GNP and 
an annual 14% loss in consumption in the year 2030 (Fig. 10).

Figure 9. The carbon tax necessary to stabilize emissions at 1990 levels 
(1 X scenario) is very high. Emissions under the global stabilization tax will be 
twice the 1990 level.

Figure 10. Higher mitigation targets for India will cause a significant reduction in 
annual GNP and consumption. In this figure, losses are indicated for the year 2030.

The tax trajectory for stabilizing India’s emissions at the 1990 
level is very high compared to the tax trajectory for stabilizing 
global carbon emissions. The global stabilization tax trajectory 
is in fact closer to the 2 X scenario (Fig. 9). Reduction of emis-
sions in India to the 2 X level is thus beneficial within a global 
greenhouse regime, but further mitigation is too expensive. Re-
duction to the 2 X level, however, is in itself a substantial gain. 
India’s participation in the global greenhouse protocol thus has 
mutual advantages.

Em issions Trading: Perm it Scenarios
The use of tradable permits is a much discussed instrument for 
achieving greenhouse gas mitigation efficiently. Permits are cre-
ated to match a global emission target. Each country is allocated 
permits based on an agreed-upon allocation scheme. A country 
can sell excess permits if its emissions are below the allocation. 
Otherwise, permits must be purchased from the global permits 
market to cover excess emissions. The suitability of alternate al-
location schemes, in terms of satisfying the principles of equity, 
efficiency, and widest participation, is a subject of considerable 
debate (21, 22). Due to its large population and low per capita 
emissions, the alternate allocation schemes have significantly
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Figure 11. India gains substantially under schem es that allocate permits in proportion to 
population. Schem es using previous em issions for allocation will cause substantial losses. 
India’s stake in the permit negotiations is very high.

different equity implications for India.
SGM was used to analyze two extremely 
different types of permit allocation sche-
mes: a “Grandfathered Emission” scheme 
in which each country is allocated permits 
for emissions equal to 1990 emissions 
within that country, and an “Equal per 
Capita Emission” scheme in which each 
country is allocated permits for a share of 
global emissions that is equal to its share 
of the global population.

A global protocol for stabilizing green-
house gas concentrations will specify the 
annual GHG emission trajectory over a 
long-term horizon, and the total global 
tradable permits released in a given period 
will correspond to this annual emission 
trajectory. Each nation will be allocated 
permits according to the agreed-upon al-
location scheme. Under the tradable per-
mits regime, the price of a permit in the 
global market will be equal to the mar-
ginal cost of mitigation. India will be a net 
buyer of permits under the “Grandfathered 
Emission” scheme and a net seller under 
the “Per Capita Emission” scheme. For the 
stabilization policy, the permit price will follow the stabilization 
tax trajectory (Table l). Under these schemes, the net gain (loss) 
for a nation is the sum of the GNP loss from the global carbon 
tax and the gain (loss) from selling (buying) permits. Under these 
allocation schemes, India’s net loss or gain will be very high 
(Fig. I l). For example, under the “Grandfathered Emission” 
scheme, India’s net annual loss is USD 50 bill. (1985 dollars) 
in the year 2030, 5% of India’s projected GNP for that year. The 
net annual gain under the “Equal per Capita Emission” scheme 
is USD 57 bill, in the year 2030. India, therefore, has a strong 
motivation for participating in the global negotiations of the pro-
tocol for the initial allocation of permits.
Modelling Insights and Observations
The two mitigation policy studies for India suggest that: i) the 
choice of a model paradigm is crucial for this type of policy 
analysis; ii) model results can be reconciled by making compa-
rable assumptions; and iii) policy analysis is enriched by com-
paring consistent top-down and bottom-up model scenarios. Al-
though the policy analysis from the two studies provides valu-
able insights, the structure and perspective of models treat In-
dia like a developed market economy and thus impose serious 
conceptual and practical limitations. Model results remain ques-
tionable because of weak and incomplete representation of re-
ality; policy prescriptions lack conviction; and the often observed 
skepticism of policy makers towards formal models is amplified.

DEVELOPING COUNTRY DYNAMICS
Developing countries are dual economies where the modern in-
dustrial sector co-exists with a vast informal and traditional 
economy. The traditional economy accounts for up to 70% of 
GNP and includes most rural markets and the urban periphery 
(23). The traditional economy is nonmonetized and has weak 
market linkages that restrict the flow of finances across regions 
and sectors. Personalized transactions and informal contracts are 
made to circumvent imperfect information (24) and the institu-
tional gap. Informal financing dominates the credit submarkets 
catering to small, poor, and risky borrowers and also competes 
with and complements the formal financing in other submarkets 
(25).

The informal sector includes economic activities that are de-

liberately under-reported in national accounts (26). For exam-
ple, in India, the income from undeclared sources was estimated 
at 50.7% of GNP in 1987 (27). The informal sector’s share in 
employment was 50% in Calcutta in 1971 and 45% in Jakarta 
in 1976 (28). Informal credit accounts for up to two-thirds of 
total credit in Bangladesh and China and two-fifths in India (29). 
Interest rates in the traditional and informal sectors tend to be 
very high and hinder the penetration of efficient technologies.

Developing country dynamics include the processes that gov-
ern the transition of the traditional and informal economy into a 
modern industrial economy. These processes alter the institu-
tions, technology, investment, land use, capabilities, income, 
behavior of producers, government policies, and consumer pref-
erences.
Development Process and Paradoxes
The development process reveals numerous paradoxes. The co-
existence of diverse technology vintages, inefficient use of tra-
ditional biomass energy, and great resistance to penetration of 
efficiency measures are some paradoxes that have tormented en-
ergy and environmental policy makers. The explanation of these 
paradoxes is rooted in transitional dynamics. For example, con-
trary to conventional technology assessment that emphasize the 
trade-off between capital cost and fuel cost, the decisive factor 
for the penetration of efficient technologies in the traditional sec-
tor is the value of labor. Because labor is abundant and lacks 
monetized value (30), it is substituted for capital and commer-
cial energy at every opportunity. Traditional biomass fuels are 
collected or home-grown, and have value only in use. Substi-
tuting technology for biomass fuels is resisted as long as biomass 
resources are accessible and labor is abundant; thus, energy-ef-
ficient technologies and commercial fuels fail to penetrate. Ironi-
cally, technological inefficiency emerges not as a cause, but as 
a result of underdevelopment that is characterized by inadequate 
employment and exchange opportunities.

Poor infrastructure and institutional arrangements breed new 
paradoxes. It is a paradox that poor people in developing coun-
tries use more expensive and yet unclean fuels. For example, 
kerosene is used extensively for lighting by the poor. Per unit 
of light delivery (in lumens), kerosene is 20 times more expen-
sive than tube light in India. In addition, kerosene use is cum-
bersome and polluting. This paradox is the result of poor access
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to infrastructure (poor rural electrification) and institutions. In-
efficiency is rooted in underdevelopment. Such paradoxes reflect 
the duality of transitional processes in the development phase. 
These paradoxes are not cases of market failure. On the contrary, 
they point to the fact that the market dynamics presumed by 
models are nonexistent.

POLICY MODELLING FOR DEVELOPING 
COUNTRIES
Most of the models used for GHG mitigation studies have origi-
nated in developed countries. They presume the existence of in-
stitutions, interconnected and global markets, competition among 
producers, and perfect information. When applying these mod-
els to the economies of developing countries, analysts most of-
ten model developing economies in the image of developed mar-
ket economies. As a result, the development process is over-
looked, an entire epoch is ignored, and policy prescriptions be-
come unrealistic. Model dynamics and policy analysis must be 
altered to reflect developing country realities. Some of the cru-
cial aspects needing explicit representation in mitigation mod-
elling are described below.

Dual Economy
In the traditional and modem sectors of the economy, produc-
tion, consumption, investment, market relations, resources, tech-
nologies, and institutional structure differ significantly. For ex-
ample, rice production in modem agriculture is capital- and en-
ergy-intensive whereas, in traditional agriculture, it is labor-in-
tensive (31). Representation of the traditional sector requires ex-
plicit inclusion of nonmarket activities, local resources, subsist-
ence behavior, biomass energy, excess labor, multiple and high 
discount rates, and technological stagnation. Unpaid tasks, such 
as biomass collection, need to be valued and added to national 
accounts. Other important issues to be considered include rep-
resentation of labor supply, rural to urban migration, changing 
consumer preferences, shifts in government policy, technologi-
cal progress in both sectors, and transactions between the two 
sectors.

Disequilibrium and Distortions
Commodity and factor markets are assumed by the models to 
be in equilibrium. However, this is not true for developing coun-
tries. Energy markets perpetually experience excess demand. 
Energy supply and infrastructure are often controlled by gov-
ernment monopolies, and there are myriad barriers to competi-
tion and restrictions on international trade that distort the mar-
ket response. In India in 1994, for example, the electricity sec-
tor had excess peak power demand of 19%. Estimation of pa-
rameters, such as the price elasticity of demand, using equilib-
rium assumptions tend to be misleading. Poor data availability 
and reliability also distort the representation of reality.

Biomass: The Missing Fuel
Biomass contributes 35% of energy in developing nations (32). 
Most biomass is home-grown or collected by family labor. Un-
der sustainable production and use, the biomass fuels are car-
bon neutral. But their present use pattern is unsustainable and 
adds to deforestation and consequently to the carbon flux. Four-
teen million hectares of land were deforested globally in 1989, 
with the net effect of adding 1.4 gigatons to the atmospheric car-
bon flux (33). Traditional biomass use is very inefficient. The 
energy efficiency of traditional cook stoves is only 8%. Policies 
regulating biomass use in developing countries can offer vital 
opportunities for least-cost global GHG mitigation. Yet, the tra-
ditional use of biomass continues to be inadequately represented 
in most bottom-up studies; and biomass use is totally ignored 
by top-down models because its economic value is not accounted

for in national statistics.
Biomass is used to meet the cooking energy needs of most 

rural households and half of the urban households in India. 
Biomass collection requires the work of many people, mainly 
women. Collection time, about three hours per household daily, 
is increasing due to depletion of village woodlots. Biomass does 
not acquire monetary value because it is collected by unpaid 
labor and is not traded. Eight billion person days are spent an-
nually for biomass collection in India. This is equivalent to full-
time employment for 30 mill, persons, 11% of India’s total em-
ployment. Valued at minimum wage, biomass is worth 150 bill. 
Rupees or 2% of India’s GNP in 1994. Its kerosene equivalence 
is more than 20 mill. tons. Biomass acquires implicit value ei-
ther from the opportunity cost of labor used for its collection or 
the price equivalent of a substitute fuel, which in India is kero-
sene. Policies that enhance the value of labor, such as employ-
ment generation, women’s development, education, and mini-
mum wage can therefore alter biomass use. Pricing policies for 
kerosene would also affect the use of biomass energy.

Kerosene Subsidy in India
Kerosene is highly subsidized in India and is used by low-in- 
come and rural households for cooking and illumination. Typi-
cal top-down model analysis usually recommends removal of the 
kerosene subsidy because any tax or subsidy is treated by the 
model as a distortion which, if corrected, enhances the gross do-
mestic product. Although the income elasticity of biomass en-
ergy is negative, its elasticity to the price of kerosene is posi-
tive (34). Reduction of the kerosene subsidy would thus increase 
biomass use as well as its negative environmental impacts, de-
forestation and indoor air pollution. Both deforestation and in-
door air pollution are detrimental to the quality of life of the poor, 
especially women. In this context, the kerosene subsidy is an 
environmental and developmental instrument rather than an en-
ergy policy intervention and has a positive impact on GHG miti-
gation.

Choosing a Development Path
The United Nations Framework Convention on Climate Change 
appropriately recommends, and reminds us, in its statement of 
objective that policies for stabilizing GHG concentrations should 
enable economic development to proceed in a sustainable man-
ner (1). Choice of a development path has crucial implications 
for the future resource use pattern and the energy and GHG 
intensities of a nation. In the past, a lop-sided emphasis on eco-
nomic efficiency led to extremely resource-intensive develop-
ment in industrialized countries. This path is now unsustainable. 
Most developing countries are prepared to make major invest-
ment decisions in the coming decades. They can shift to a much 
less resource-intensive trajectory by investing in infrastructure 
such as rail and communication, renewable resources, location 
planning to promote lower logistical costs, education of consum-
ers, and by investing in people. Superior technological and de-
velopmental alternatives provide developing countries with a 
window of opportunity for leapfrogging developed countries in 
terms of sustainable development.

GHG mitigation studies for developing countries should fo-
cus on analysis of alternative policies that tranform the devel-
opment pattern rather than incremental and isolated project-level 
interventions. Although market dynamics ensure economically 
efficient choices, they often reject choices that are superior in 
terms of other criteria such as equity, conservation of resources, 
preservation of environment, biodiversity, and cultural diversity. 
Present models need to be adapted so that they include these ad-
ditional criteria. In their consideration of GHG mitigation strat-
egies, developing countries will benefit by explicitly consider-
ing developmental choices such as investment in education, de-
mographic measures, institutions, infrastructure, employment,
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consumer education, sustainable agriculture, land use planning, 
and decentralization.

CONCLUSION
The participation of developing countries in GHG protocol has 
global benefits. Numerous low-cost mitigation opportunities exist 
in developing countries. New investments in infrastructure and 
institutions open a window of opportunity for developing coun
tries to switch to a development path that is not resource-inten
sive. The conventional development pattern is both energy and 
carbon intensive. Mitigation gains will be substantive if the de
velopment path chosen for the future is not energy or emission 
intensive. For India, conventional development with no carbon 
tax and little investment in mitigation will increase carbon emis
sions nearly fourfold between 1995 and 2035. In addition to a 
carbon tax, other mitigation policies such as investment in in
frastructure and institutions will be necessary to achieve substan
tial mitigation. A carbon tax to stabilize India’s emissions at the 
1990 level will cause a 14% loss in consumption and a 6% loss 
in GNP in the year 2035. Developmental actions will achieve 
similar mitigation at lower costs.

Present mitigation models lack realistic representation of de
veloping country dynamics. Mitigation policy analysis for de
veloping countries will improve if activities in the traditional and 
informal sectors are accounted for, disequilibrium and distortions 
are explicitly treated, traditional biomass energy is included, and
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POLITICAL ECONOMY OF THE KYOTO 
PROTOCOL
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London Business School1

The Kyoto Protocol, negotiated in December 1997, is the first international treaty to limit emissions o f green-
house gases. But Kyoto does not mark the conclusion to international cooperation on climate change. It is 
really just a beginning. This paper shows that, in the aggregate, the benefits o f undertaking the Kyoto reduc-
tions should exceed the corresponding costs—provided these are achieved cost-effectively. But, although Kyoto 
seeks to promote cost-effectiveness, it may yet prove very costly. Moreover, the agreement may not even achieve 
the reductions that it promises, either because emissions will relocate to the countries that are not required to 
stay within Kyoto-prescribed ceilings or because ‘‘paper’ trades will be promoted by the protocol's mecha-
nisms. More fundamentally, Kyoto does not deter non-compliance, and it only weakly deters non-participation. 
These flaws need to be mended, but the nature o f the problem makes that an especially difficult task.

I. INTRODUCTION

The Kyoto Protocol, negotiated in December 1997, 
is a climate change treaty with a difference. Unlike 
the Frame work Convention on Climate Change that 
preceded it, the Kyoto Protocol incorporates targets 
and timetables—that is, ceilings on the emissions of 
greenhouse gases and dates by which these ceilings

must be met. And though global emissions will 
continue to rise, even if the protocol is implemented 
to the letter, the reduction from a business-as-usual 
emissions bench-mark may be close to being opti-
mal in the sense of balancing the global marginal 
costs and benefits of abatement. Assuming full 
participation and cost-effective implementation, a 
recent study by the Clinton Administration esti-

1 This paper began to form in my mind at the NBER-Yale Global Change Workshop in Snowmass, Colorado, where I was able 
to learn from, and put my questions to, some of the leading economists working on this issue. I am grateful to all the participants 
for sharing their ideas, and especially to Charles Kolstad, William Nordhaus, and Robert Stavins for inviting me to participate in 
the workshop. I am also grateful to Wilfred Beckerman, Dieter Helm, Tim Jenkinson, Chris Riley, Stephen Smith, Robert Stavins, 
Peter Zapfel, and an anonymous referee for helpful comments on an earlier draft. David Pearce also provided helpful comments 
at a seminar presentation.
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mated the marginal cost of meeting the Kyoto 
targets to range from $14 to $23/ton (Clinton Ad-
ministration, 1998). Most estimates of the global 
marginal damage of greenhouse gas emissions are 
of a similar magnitude (see IPCC, 1996, ch. 6), and 
so it would seem that the Kyoto Protocol is a near 
ideal outcome for the world.

But this is only if the assumptions behind the Clinton 
Administration’s estimates are correct: that partici-
pation in the agreement will be full and implementa-
tion cost-effective. A number of features of the 
Protocol will promote cost-effective implementa-
tion, including provisions for trading in the entitle-
ments to emit greenhouse gases. However, though 
the details of the flexible mechanisms incorporated 
in Kyoto have yet to be worked out, implementation 
may turn out to be very costly, not least because 
participation is unlikely to be full. The marginal cost 
of implementing Kyoto could be ten times the 
estimates noted above. Moreover, the reduction in 
emissions effected by Kyoto could be less than the 
amount promised because of ‘trade leakage’. In-
deed, since leakage will be greater the greater are 
the between-country differences in marginal costs, 
the same forces causing costs to be higher will 
cause benefits to be lower. The Kyoto Protocol may 
turn out not be such a good deal after all.

Worse, the agreement may not even be sustainable, 
and not just because high implementation costs 
could impel the parties to renegotiate the treaty. For 
another potential problem stalks Kyoto: compliance 
enforcement and free-rider deterrence. The Proto-
col defers discussion of enforcement to a future 
meeting of the parties, but it is sensible to ask: what 
would happen if in, say, 10 years’ time, one of the 
parties to the agreement announces that it will not be 
able to comply with it? Or suppose, instead, that a 
party announces that it will withdraw from the 
agreement, because the costs of meeting it are too 
steep. What will prevent such a withdrawal? The 
treaty, at least in its present form, offers little 
protection from such deviations. And this is not just 
a problem for the future. Countries can reason 
backwards. If future deviations cannot be pre-
vented, why should a country invest in abatement 
measures today?

Even this may not be the worst of the Protocol’s 
problems. It is possible, maybe even likely, that the

agreement will never enter into force. In July 1997, 
the United States Senate voted 95-0 in favour of a 
non-binding resolution urging the President of the 
United States not to negotiate an agreement that 
required that only the industrial countries reduce 
their greenhouse-gas emissions or that would result 
in serious harm to the US economy, where by 
‘serious harm ’ the Senate meant, in the words of 
Senator Robert Byrd, a co-author of the resolution, 
‘capital flight and a loss of jobs in the United States’. 
This is important because the Senate must ratify (by 
a two-thirds majority) any treaty that is to be binding 
on the United States, and an effective climate- 
change treaty is sure to require US participation. 
There are many reasons for this, but perhaps the 
most obvious is that United States is the world’s 
largest emitter. Its emissions are about 50 per cent 
higher than the entire emissions of the European 
Union.

The Clinton Administration previously endorsed the 
principle that the industrial countries should reduce 
their emissions first, and could not easily reverse out 
of this promise in Kyoto. And nor was Europe keen 
on relaxing the so-called Berlin Mandate. So the 
agreement reached in Kyoto clashed with the Sen-
ate’s recommendation that developing countries 
reduce their emissions (whether implementation of 
the Protocol will be costly to the United States is a 
question requiring some analysis, and I shall return 
to it later). O f course, the Senate could have been 
bluffing, perhaps in the hope that its resolution would 
give President Clinton an edge in the Kyoto negotia-
tions. Indeed, during the debate on the resolution, 
Senator Byrd said that the resolution would ‘add 
strength to our US negotiating team’. But just after 
the negotiations ended in Kyoto, a number of sena-
tors asked that the treaty come to the Senate floor 
for ratification so that they could reject it. President 
Clinton has since said that he would not send the 
treaty to the Senate without ‘meaningful participa-
tion from key developing countries’.

If the United States does not ratify the treaty, it is 
possible that the agreement will still come into force. 
To enter into law, and therefore to become binding 
on the countries that are parties to it (but not other 
countries), the Protocol must be ratified by at least 
55 countries, responsible for at least 55 per cent o f 
the total carbon-dioxide emissions of the so-called 
‘A nnexI’ countries (the industrial countries listed in

2 1
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Table 1
Status of the Kyoto Protocol

Annex I 
countries

C02 emissions 
1990

(gigagrams)

Share of Annex I 
1990emissions 

(%)

Kyoto target Projected emissions 
2008-12 2 0 0 0  

(% relative to 1990 
or alternative base year)

United States 4,957,022 36.00 93 104
European Union* 3,288,667 24.05 92 103

Austria* 59,200 0.43 92 111

Belgium* 114,410 0.84 92 n.a.
Denmark* 52,025 0.38 92 103
Finland* 53,900 0.39 92 131
France* 366,536 2 .68 92 109
Germany* 1,014,155 7.42 92 90
Greece* 82,100 0.60 92 115
Ireland* 30,719 0 .2 2 92 120

Italy* 428,941 3.14 92 113
Luxembourg* 11,343 0.08 92 67
Netherlands* 167,600 1.23 92 92
Portugal* 42,148 0.31 92 129
Spain* 227,322 1.66 92 122

Sweden* 61,256 0.45 92 104
UK* 577,012 4.22 92 102

Australia* 288,965 2.11 108 115
Canada* 462,643 3.38 94 110

Iceland 2,172 0 .0 2 110 105
Japan* 1,155,000 8.45 94 104
New Zealand* 25,476 0.19 100 116
Norway* 35,514 0.26 101 111
Switzerland* 45,070 0.33 92 97
Liechtenstein 208 n.a. 92 118
Monaco n.a. n.a. 92 n.a.
Economies in Transition 3,364,259 24.60 103 81
Alternative base year 3,531,476 — 98 77
Bulgaria* 1990 82,990 0.61 107 84

1988 96,878 — 92 72
Czech Republic 165,792 1.21 92 82
Estonia 37,797 0.28 92 54
Hungary 1990 71,673 0.52 110 96

1985-7 83,676 — 94 82
Latvia 22,976 0.17 92 74
Lithuania* n.a. n.a. 92 n.a.
Poland* 1990 414,930 3.03 108 96

1988 478,880 — 94 83
Romania 1990 171,103 1.25 107 n.a.

1989 198,479 - 92 n.a.
Russian Federation 2,388,720 17.47 100 83
Ukraine n.a. n.a. 100 n.a.
Slovakia 58,278 0.43 92 84
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Table 1 (continued)

Annex I C02 emissions Share of Annex I Kyoto target Projected emissions
countries 1990 1990emissions 2008-12 2 0 0 0

(gigagrams) (%) (% relative to 1990
or alternative base year)

Croatia n.a. n.a. 95 n.a.
Slovenia n.a. n.a. 92 n.a.

Total 1990 13,675,067 100 95 98
Total base 13,842,284 — 94 97

Notes: Two Annex I countries (Belarus and Turkey) are excluded from the table, as they are not included 
in Annex B of the Kyoto Protocol. Four other countries (Liechtenstein, Monaco, Croatia, and Slovenia) are 
included in Annex B but not in Annex I. ^Indicates that the country is a signatory to the Kyoto Protocol, 
as of 23 October 1998. C02 emissions exclude land-use change and forestry.
Source: All data are from the web page of the Climate Change Secretariat, http://www.unfcc.de.

the original Framework Convention) in 1990. As 
shown in Table 1, the United States accounts for 
only 36 percent of Annex I emissions. So, if enough 
of the countries making up the balance of Annex I 
emissions ratify the agreement, Kyoto will still enter 
the canon of climate law.

trading arrangements (explained later in the paper). 
It thus seems likely that many Annex I countries will 
await US ratification before serving the Kyoto 
Protocol up to their own parliaments. This means 
that, if the USA does not ratify the agreement, then 
it may not enter into force.2

As of October 1998, 59 countries had signed the 
Protocol, including the 15 member states of the 
European Union and nine other Annex I countries 
(signatories are identified in Table 1 by an asterisk). 
These signatories make up just over 42 per cent of 
total Annex I emissions, and so the minimum partici
pation required by the treaty would seem to be 
within easy reach. But putting a signature on a treaty 
does not obligate a country to ratify and, as of 
October 1998, only one country has ratified the 
Kyoto Protocol (though this in itself signifies nothing 
as the treaty was only recently negotiated): the small 
island state, Fiji.

Ratification by the current signatories is not inevita-
ble. If the USA does not ratify the agreement, the 
other Annex I countries will benefit less from 
participating; these countries will have to undertake 
the emission reductions prescribed by the treaty 
(and shown in column 3 of Table 1) without the 
benefit of substantial US abatement. It is even 
possible that non-participation by the USA will 
increase the cost to these countries of keeping 
within their Kyoto limits, because of the treaty’s

Why should countries negotiate a treaty that could 
leave them worse off, or that may never even enter into 
international law? The scenario seems unlikely, but it 
is entirely inkeeping withthehistory of climate-change 
policy. As described in section II, countries have 
previously announced their intention to keep within 
self-imposed emission ceilings—and then failed to 
meet them. Moreover, the Kyoto Protocol is not 
unique in the annals of international cooperation. 
The Law of the Sea Convention, negotiated in 1982, 
did not enter into force until 1994—and participation 
by the maj or maritime powers, including the United 
States and United Kingdom, had to await negotia-
tion of a side agreement which effectively rewrote 
key provisions in the original treaty.

Of course, predicting whether Kyoto will endure, or 
whether it will achieve much if implemented, de-
pends on many details. It depends, especially, on 
assumptions about how the important concepts in 
the agreement will be interpreted, about the institu-
tions that will be developed to support it, about the 
costs of taking action, and about the future evolution 
of the treaty. All these details are uncertain. They

2 Just as it is hard to imagine a Gulf War coalition forming without the support of the United States, so it is hard to see how an 
effective climate-change regime could develop without American backing.
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are discussed in my analysis of the agreement in 
section HI.

In the long run, whether or not Kyoto enters into law 
will not matter very much. If the Protocol fails to 
become law, countries will attempt to renegotiate 
the agreement. If Kyoto does enter into law but later 
collapses for whatever reason, a new agreement 
can always be negotiated. Even if Kyoto suc-
ceeds—if it enters into law and is implemented to 
the last detail—a string of amendments will need to 
be negotiated, to say what must be done after 2 0 1 2 . 
Kyoto is really just the start of a long process, and 
it must be remembered that climate change is a very 
long-run problem. What will matter most in the 
future is whether countries perceive that substantial 
mitigation is justified, and whether the international 
system can muster the cooperation needed to sus-
tain this effort. I turn to these fundamental issues in 
section IV. The final section of the paper pulls these 
different analyses together and revisits the theme of 
this introduction.

II. GETTING TO KYOTO

(i) Preliminaries

The so-called greenhouse gases include not only 
carbon dioxide (C02), but also methane, nitrous 
oxide, fluorocarbons (including hydrofluorocarbons 
and perfluorocarbons), tropospheric ozone (precur-
sors of which include nitrogen oxides, non-methane 
hydrocarbons, and carbon monoxide), and sulphur 
hexafluoride.3 However, C02 accounts for the bulk 
of aggregate warming potential and, mainly for this 
reason, the policy debate has focused on the extent 
to which emissions of this gas should be limited. In 
1988, a semi-political conference held in Toronto 
recommended that, as a first step, C02 emissions 
should be reduced 20 per cent from the 1988 level 
by 2005. This so-called ‘Toronto target’ was arbi-
trary, but the idea that countries should commit to 
meeting a target foremission reduction (as opposed 
to, say, a carbon tax or a technology standard) has

endured. It is perhaps the most important feature of 
the Kyoto Protocol.

In the same year that this conference was held, the 
Intergovernmental Panel on Climate Change (IPCC) 
was formed, at the request of the UN General 
Assembly. The IPCC was asked to report on what 
was known and not known about climate change, on 
the potential impacts of climate change, and on what 
could be done to forestall and adapt to climate 
change. The IPCC’s first assessment report, pub-
lished in 1990, concluded that ‘emissions resulting 
from human activities are substantially increasing 
the atmospheric concentrations of the greenhouse 
gases. . .  [and] will enhance the greenhouse effect, 
resulting on average in an additional warming of the 
Earth’s surface’ (IPCC, 1990, p. 1). The report 
calculated that ‘the long-lived gases [including C02] 
would require immediate reductions in emissions 
from human activities of over 60 per cent to stabilize 
their concentrations at today’s levels’, and it pre-
dicted that, under the ‘Business-as-Usual’ scenario, 
global mean temperature would rise by between 
0.2°C and 0.5°C, and mean global sea level would 
rise by between 3 and 10cm, per decade during the 
next century. Rather ominously, the IPCC noted 
that ‘the complexity of the system means that we 
cannot rule out surprises’.

(ii) Unilateral Pledges

Following publication of the IPCC’s 1990 report, a 
number of OECD countries announced intentions to 
reduce theirC02emissions.4 Some pledged to meet 
the Toronto target (Austria, Denmark, Italy, Lux-
embourg; New Zealand pledged that it would do so 
by 2000 rather than 2005). Some set a goal of 
stabilizing their C02 emissions at the 1989 level by 
2000 (Norway) or at the 1990levelby 2000(Finland, 
Switzerland, United Kingdom) or to reduce emis-
sions 3-5 per cent by 2000 (The Netherlands). 
Germany, helped by unification, set the most ambi-
tious target: to reduce C02 emissions 25-30 per 
cent from the 1987 levelby 2005. Australia pledged 
to reduce its emissions of all greenhouse gases not

3 Other halocarbons, including chlorofluorocarbons (CFCs) and hydrochlorofluorocaibons (HCFCs), are also potentially 
important from the policy perspective, but are being controlled by the Montreal Protocol and its associated amendments. Moreover, 
it is now known that the direct wanning effect of these gases is partly offset by a cooling effect caused by the reduction in stratospheric 
ozone.

4 The International Energy Agency (1992) has compiled a comprehensive listing of climate-change policies, and I am drawing 
here from this report.
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controlled under the Montreal Protocol (that is, 
excluding CFCs andHCFCs), while other countries 
(Canada and the United States among them) set a 
target of stabilizing the emissions of all greenhouse 
gases, including those covered by the Montreal 
Protocol. France and Japan pledged to stabilize their 
C02 emissions at the 1990 level by 2000 but only on 
a per-capita basis (allowing emissions to increase as 
population increased). Spain, a relatively poor OECD 
member, set the goal of limiting its growth in C02 

emissions to 25 per cent. Finally, some countries 
merely promised to play a part in achieving a 
collective target. In October 1990 the European 
Community (EC) announced its intention to stabilize 
Community-wide emissions at the 1990 level by 
2 0 0 0 , a target to which all its member states were 
collectively bound. Members of the European Free 
Trade Association, including Iceland and Sweden, 
were in turn bound by a separate agreement jointly 
to meet the EC target.

All this may give the impression that much was 
being done, but the reality was different. Few 
countries put into place policies that would contrib-
ute to their targets being met, and there seemed little 
need to do so. For some of these targets were 
intended merely as goals, while others were condi-
tional on other countries taking similar action (this 
was true of Britain, for example, under the Thatcher 
government). Though New Zealand set for itself an 
ambitious goal of reducing its C02 emissions 20 per 
cent from the 1990 level by 2000, it simultaneously 
insisted that any policy adopted should have a net 
benefit for New Zealand. Several countries claimed 
to be ‘committed’ to achieving a particular emission 
ceiling, but none truly was committed. If a country 
learned later that its interests would be badly served 
by meeting its target, then there would be nothing to 
stop it from failing to meet it. Indeed, it would be hard 
to argue that a country would even be morally bound 
to meet a target which it had set for itself, especially 
when other countries were at the same time failing 
to meet their targets.

The EC’s climate policy was especially important, 
partly because of the Community’s relatively large 
share of global emissions and partly because of the 
way the Community ’ s target was framed. When the 
target was agreed in 1990, no decision was made as 
to how it would be met, and as it was a collective 
target, no country was individually responsible for

meeting it. A collective policy for meeting the target 
was needed. The European Commission proposed 
meeting the target by means of an energy conserva-
tion programme coupled with a fiscal measure, a 
carbon tax. The tax, which was to be set at a rate 
equivalent to $3 per barrel of oil, rising over time to 
$ 10 per barrel, would probably have been enough to 
meet the stabilization target (see Barrett, 1992). But 
in May 1992, shortly before the Rio Earth Summit 
convened, the Community announced a number of 
modifications to the original tax proposal.

The first of these was to supplement the carbon tax 
with an energy tax (the combined tax would be 
equivalent to the per-barrel tax noted above). Os-
tensibly, the intention was not just to reduce carbon- 
dioxide emissions but also to conserve energy. But 
the real reason was to dilute the advantage that a 
pure carbon tax would give nuclear energy and 
countries with high shares of nuclear electricity 
generation (such as Belgium and France). A second 
modification was to exempt the main energy-using 
industries from having to pay the tax. This was to 
stop these industries from suffering a ‘competitive 
disadvantage’, relative to non-EC countries. The 
final modification was to make implementation of 
the EC tax conditional on other OECD countries 
(especially the United States and Japan) adopting 
the same tax. As the chances of this were nil, this 
meant that Europe was not prepared to implement 
the policy needed to achieve its own target.

(iii) To Rio

The Community’s policy was being mapped out just 
as negotiations on the Framework Convention on 
Climate Change were coming to a close. Through-
out these negotiations, Europe tried to persuade the 
United States to fix a date for stabilizing its C02 

emissions. The United States refused, however, and 
the final text of the Framework Convention, which 
was signed by over 150 countries at the Rio Earth 
Summit in June 1992, did not commit any signatories 
to meeting specific targets and timetables (contrary 
to reports one often reads in the newspapers). 
Article 4 says that developed country parties recog-
nize ‘that the return by the end of the present decade 
to earlier levels of anthropogenic emissions of car-
bon dioxide and other greenhouse gases’ would be 
desirable. It also says that these parties should 
devise policies ‘with the aim of returning individually
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or jointly to their 1990 levels of these anthropogenic 
emissions’. But in contrast to the Kyoto Protocol, no 
country was required by the Framework Conven-
tion to meet any particular target by any particular 
date. Indeed, it was precisely for this reason that this 
agreement was ratified by so many countries and 
came into force so quickly (in December 1993).

(iv) After Rio

The IPCC revised its earlier predictions in 1995, 
partly to take account of the effect of aerosols on 
radiative forcing. Aerosols are tiny airborne parti-
cles, released when fossil fuels are burned, and 
result in a local cooling effect (unlike some green-
house gases, which can persist in the atmosphere 
for decades, even centuries, aerosols have an at-
mospheric lifetime of about a week). Once aerosols 
were included in the climate models, the IPCC 
predicted more modest change: an increase in global 
mean temperature of about 0.14-0.28°C per dec-
ade, as compared with an increase of 0.16-0.36°C 
per decade when the effects of greenhouse gases 
alone were considered. Aerosols were also pre-
dicted to limit mean sea level rise to about 2- 8cmper 
decade.

Though inclusion of aerosols lowered slightly the 
predicted consequence of climate change, it also 
increased confidence in the estimates of climate 
models. When aerosols were included, the pre-
dicted changes accorded better with the historical 
record. Partly for this reason, the IPCC (1995, p. 22) 
was able to warn that, ‘the balance of evidence 
suggests that there is a discernible human influence 
on global climate’. Still, even today the science of 
climate change is riddled with uncertainties: about 
the extent and timing of climate change; about 
regional variations; about whether small changes in 
atmospheric concentrations could, beyond some 
point, trigger a discontinuous change in some impor-
tant climate feature.

(v) From Berlin to Kyoto

At the first Conference of the Parties to the Frame-
work Convention, held in Berlin in 1995, the indus-
trialized parties agreed to negotiate emission limits 
within specified time frames, such as 2005,2010,

and 2020. These quantitative ceilings were to be 
included in a new protocol that might be ready for 
signing by the end of 1997. Importantly, developing 
countries were not expected to limit their emissions. 
It was this differential treatment of industrialized 
and developing nations in the so-called ‘Berlin man-
date’ that the US Senate later objected to and that 
ultimately came to be embodied in the Kyoto Proto-
col.

It is as well to recall, however, that at this time most 
countries had still not devised, let alone imple-
mented, effective policies for meeting the targets 
they had set unilaterally years before. Some coun-
tries, including Norway and Finland, conceded that 
they did not expect to meet their targets (Grubb, 
1995), despite having imposed hefty carbon taxes. 
The few countries that did expect to meet their 
targets were only able to do so for reasons of 
fortuitous circumstance (in Britain, the ‘dash for 
gas’; in Germany, unification), notdeterminedpolicy. 
Most importantly, the European Union (EU) signally 
failed to devise a policy sure of meeting its ‘commit-
ment’ to stabilize emissions at the 1990 level. In a 
letter to the chairman of the European Parliament’s 
environment committee, leaked on the eve of the 
Berlin conference, Jacques Santer, the President of 
the European Commission, conceded that ‘a single 
tax . . . applicable in all member states [was] no 
longer conceivable’.5 At the same time, the Com-
mission had not developed an alternative collective 
policy for meeting the EU’s target. Evidence sup-
plied to the European Commission suggested that at 
most three of the EU’s 15 member states would 
stabilize their own C02 emissions at the 1990 level 
by2000.6 And, yet, when Europe’s diplomats headed 
for Kyoto, they were hoping to tighten up on the 
earlier targets, to secure an agreement that would 
reduce emissions (of the three main gases, carbon 
dioxide, methane, and nitrous oxide) 7.5 per cent by 
2005 and 15 per cent by 2010.

III. ANALYSIS OF THE KYOTO  
AGREEM ENT

As noted in the Introduction, the Kyoto Protocol 
specifies maximum emission levels for the so-called 
Annex I countries (see Table 1), and dates by which

5 The European, 17-23 March 1995, p. 1.
6 Ibid.
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these ceilings (calculated relative to 1990 emission 
levels) must be met. Just as significant, the emis-
sions of developing countries are entirely uncon-
strained by the protocol. These twin features fulfil 
the promise made at the First Conference of the 
Parties in Berlin in 1995, and in this sense made 
Kyoto a success. Ultimately, however, whether 
Kyoto succeeds will depend on how it becomes 
implemented, and especially on whether implemen-
tation can be made cost-effective.

A variety of so-called ‘flexible mechanisms’ are 
built into Kyoto, and they have the poten tia l of 
supporting a cost-effective final allocation of cli-
mate-change mitigation. It is hard to say, however, 
to what extent this potential will be realized. The 
data are sketchy in places and analyses of some 
features of the agreement have not yet been under-
taken. Much will also depend on how the flexible 
mechanisms take shape and how countries devise 
their own policies. We can say something about 
certain bench-mark cases, and problem areas can 
be pointed out. But that is about as far as our analysis 
can go. It happens, however, that this is enough to 
support the warning that introduced this paper.

(i) Cost Implications of the Emission Limits

Suppose that the limits negotiated in Kyoto were 
met exactly, with no potential for arbitrage across 
countries. That is, suppose that the EU kept its 
emissions to 92 per cent of its 1990 level, that the 
USA limited its emissions to 93 per cent of its 1990 
level, that China emitted as much as it pleased, and 
so on. Then the marginal cost of climate-change 
mitigation would vary from country to country. It 
would be zero in China, where emissions were 
unconstrained (and growing rapidly), and high in 
Europe and the United States. How high? Accord-
ing to one study (Nordhaus and Boyer, 1998), the 
marginal cost of implementing the individual targets 
in the protocol could be $125 per ton of carbon by 
around 2010. Another study (Manne and Richels,
1998) predicts that marginal costs could be $240per 
ton of carbon in 2010. This difference in marginal 
cost ($ 0  in the developing countries compared to 
$ 125 or $240in the OECD countries) in turn implies 
that the total cost of achieving any given emission 
ceiling will be excessive. Shifting just one ton of 
abatement from the OECD countries to the devel-
oping countries would save the world at least $ 100 ,

perhaps much more. Shifting more abatement would 
save even more money (though of course the 
marginal cost saving will fall as more abatement is 
shifted). Total costs will, of course, be minimized 
where the marginal cost of abatement is every-
where equal.

As noted earlier, estimates prepared by the Clinton 
Administration suggest that a cost-effective agree-
ment—that is, an agreement which reduced global 
emissions by the same amount as required by the 
Kyoto Protocol, but which did so by distributing the 
burden of abatement such that marginal costs were 
everywhere equal—could lower marginal costs to 
around $14-23 per ton, about one-tenth the level 
that would be needed to implement the individual 
emission ceilings in the protocol. This is a huge 
difference, and one that is reflected also in other 
studies. For example, Nordhaus and Boyer (1998) 
estimate the marginal cost of a cost-effective Kyoto 
Protocol to be $ 11/ton in 2010. Manne and Richels
(1998) obtain a much higher figure—$70/ton in 
2 0 1 0 —but one that is still low in comparison with 
their estimate of marginal costs when the Kyoto 
Protocol targets are met exactly.

Estimates of reductions in total costs are of a similar 
relative magnitude. According to the Clinton Ad-
ministration’s analysis, the total cost to the USA of 
implementing Kyoto could be just $7-12billion per 
year, if the agreement is implemented cost-effec-
tively, but perhaps ten times as large otherwise. 
Manne and Richels (1998) predict that cost-effec-
tive implementation of Kyoto would cost the USA 
around $20 billion or 0.25 per cent of GDP in 2010, 
but perhaps four times as much if implemented 
without trading. (Would this cause ‘serious harm’ to 
the US economy? Ask the Senate.) Nordhaus and 
Boyer (1998) estimate that the total cost of imple-
menting Kyoto without trading (in present value 
terms) would be about seven times the cost-effec-
tive level.

But this is to compare extremes. As detailed below, 
the Kyoto Protocol offers a number of mechanisms 
intended to lower total implementation costs. As 
also explained, these mechanisms will not work 
perfectly, and so will not mimic the cost-effective 
outcome. The costs of implementing Kyoto are 
likely to lie somewhere between the bench-marks 
given above.
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Note, however, that we cannot even be sure of this. 
For example, the estimates of marginal and total 
costs given above assume that domestic implemen-
tation by every nation is cost-effective—that the 
marginal costs of abatement are everywhere equal 
within each country. This is unlikely to happen. It is 
certainly not a feature of most environmental poli-
cies that have been adopted in the past. The carbon 
taxes adopted by most Nordic countries, for exam-
ple, vary by sector, with households having to pay 
more than industry (partly out of a concern for trade 
leakage). Until we know the policies that countries 
will develop to meet their targets—and these have 
not been spelled out yet—we will not know how 
costly it will be to meet the Kyoto targets.

(ii) Flexible and Market Mechanisms

N et em issions targets
The extent of climate change will depend on atmos-
pheric concentrations (though with a lag) of green-
house gases, and changes in these concentrations 
depend on the removal of C02from the atmosphere 
as well as gross emissions. C02removal depends in 
turn on land use: growing trees absorb carbon from 
the atmosphere; the standing forest stores carbon (if 
burned, trees release carbon back into the atmos-
phere). So if trees are planted and the standing 
forest is prevented from being burned, concentra-
tions will fall (all else being equal), and these activi-
ties should be encouraged just as emissions are 
discouraged. The emission limits specified in the 
Kyoto Protocol do this. They allow deductions for 
‘removals by sinks resulting from direct human- 
induced land-use change and forestry activities, 
limited to afforestation, reforestation and deforesta-
tion since 1990’. In other words, the Kyoto targets 
limit net emissions.7

Will including carbon sinks reduce the costs of 
meeting the Kyoto limits substantially? The Clinton 
Administration’s (1998, p. 24) analysis suggests that 
it could. ‘Promoting afforestation and reforesta-
tion,’ the report maintains, ‘may reduce atmos-

pheric concentrations of C02 at much lower costs 
than reducing emissions of greenhouse gases result-
ing from industrial activity. ’ At the margin, assuming 
that only abatement of gross emissions is under-
taken, this must surely be right. However, Stavins 
(1998fc) finds that the marginal cost of carbon 
sequestration rises steeply—more steeply than mar-
ginal gross abatement costs for the United States. 
So the aggregate cost savings from carbon seques-
tration may not be all that large.

Measurement problems are also bound to be rife. 
The Protocol insists that the changes in net emis-
sions be ‘measured as verifiable changes in carbon 
stocks’, but such changes cannot be measured with 
the same precision as the carbon emissions resulting 
from fossil fuel consumption. And how is one to 
interpret whether an action constitutes a ‘direct 
human-induced land-use change’? Would the re-
cent fires in Indonesia count? Settling these matters 
is a subject of ongoing negotiations.

Com prehensive em issions targets  
The Protocol’s net emission limits apply to a bundle 
of greenhouse gases and not just carbon dioxide. 
The other gases include methane, nitrous oxide, 
hydrofluorocarbons, perfluorocaibons, and sulphur 
hexafluoride.8 These are bundled up with carbon 
dioxide into an aggregate measure, with the weights 
attached to individual gases reflecting their ‘global 
warming potentials’. Abatement of a ton of nitrous 
oxide, for example, is equivalent to abatement of 
around 315 tons of carbon.

This ‘comprehensive approach’ to climate change 
mitigation was championed by the Bush Adminis-
tration, and is to be welcomed. In allowing for trade-
offs between different types of gases, the total cost 
to climate-change mitigation will be lowered.

By how much will this mechanism lower costs? I 
have not seen any estimates, though in a statement 
before the US House of Representatives,9 Janet 
Yellen of the Council of Economic Advisers noted

7 To be precise, the Protocol allows sinks to play a role in capping emissions. It does not include carbon sinks in the emissions 
baseline, with one exception. If acountry ’ s carbon sinks were a net source of greenhouse-gas emissions in 1990, then its net emissions 
from sinks must be incorporated into the baseline.

* Note that the European Union and Japan sought to limit just three gases. It was the USA that insisted on including all six gases.
9 Janet Yellen, Statement before the US House of Representatives Committee on Government Reform and Oversight, 

Subcommittee on National Economic Growth, Natural Resources, and Regulatory Affairs, 19 May 1998, http7/www.state.gov/ 
www/policy_rcmarks/1998/980519_yellen_climate.html.

28

http://www.state.gov/


474 Climate Change

S. Barrett

that ‘a strategy of reducing non-C02 greenhouse 
gas emissions by a greater percent than C02 emis-
sions could lower emissions permit prices (that is, 
marginal costs) by as much as 10 per cent’.

‘B a n k in g ’
Kyoto does not require that the emission ceilings 
shown in Table 1 be met every year; it requires only 
that they be met by each Annex I party on average 
over the 5-year period, 2008-12. Moreover, parties 
are allowed to carry forward additional reductions 
to a future control period. That is, if a country 
reduces its emissions by more than required in the 
first control period (2008-12), it can ‘bank’ or carry 
forward the surplus to the next control period. 
Finally, certified emission reductions, carried out 
under the Clean Development Mechanism (CDM; 
see below) from 2000 to 2007 can also be carried 
forward to the first commitment period, 2008-12. 
This allows Annex I countries to benefit from taking 
early action through the CDM.

These provisions could be helpful, but they do not go 
far enough. In particular, Kyoto does not allow 
parties to shift emission reductions toward the fu-
ture—that is, to ‘borrow’ future emission reduc-
tions. Of course, if abatement is shifted forward, the 
benefits of the abatement in present value terms will 
fall. But costs may fall much more. If abatement is 
rushed (and it will be under the Kyoto timetable), 
some of the existing capital stock will have to be 
scrapped before its useful life is up. It would be 
cheaper if emission reductions could be effected by 
incremental investments. Manne and Richels (1998) 
estimate substantial savings to a gradual transition to 
the Kyoto targets, with marginal costs being re-
duced by a factor of ten or more in 2 0 1 0 .

Em issions trading
Perhaps the most important flexible mechanism in 
the Kyoto agreement is the provision for trading 
among the Annex I countries. According to the 
Clinton Administration’s (1998) analysis, this provi-
sion could lower the marginal cost of implementing 
Kyoto by 72 per cent, and lower the total cost of 
implementation by 57 per cent, compared with the 
bench-mark of meeting the national targets unilater-
ally. Nordhaus and Boyer (1998) obtain a similar 
result. By their calculations, the present value total 
cost of implementing Kyoto would be reduced 45 
per cent by Annex I trading.

Whether savings like these will ever be realized will 
depend on how the institutions supporting trading 
develop. If the trading arrangements allow a market 
to develop which provides ready price discovery 
and low transactions costs, then the bulk of these 
gains will be realized. Otherwise just a fraction, 
perhaps a small fraction, of these gains will be 
pocketed.

Europe has thus far been suspicious of the concept, 
believing it to be a ploy for letting the United States 
evade its responsibilities. This is a gross misunder-
standing of the problem. As noted before, where  
abatement takes place is of no relevance to the 
climate. Absolutely nothing can be gained by mak-
ing the United States or any other country pay more 
than is necessary for abatement. Indeed, it is not 
even obvious that the USA would gain dispropor-
tionately from trading. Calculations by McKibbin et 
a l  (1998) show that Europe would gain more from 
trading than the United States.

‘H ot a ir ’ trading
One reason that trading among the Annex I coun-
tries would lower marginal and total costs is that the 
economies in transition are allowed by Article 3 to 
choose an alternative base year to 1990 (subject to 
some restrictions). As shown in Table 1, Bulgaria 
has chosen 1988 as a base year; Hungary, the 
average of 1985-7; Poland, 1988; and Romania, 
1989. The effect is to create a surplus of emission 
entitlements that may not be exhausted by economic 
growth in these countries, even by 2010. Russia 
must retain its 1990 base year, but it will still have a 
huge surplus by the year 2 0 0 0 , if the projections 
shown in Table 1 prove correct (unfortunately, 
projections to 2008-12 are not available).

As long as these emission ceilings do not bite, 
marginal abatement costs in the economies in tran-
sition will be zero without Annex I trading. Trading, 
however, will lower costs for all the Annex I 
countries for two reasons: first, by redistributing 
abatement within the Annex I group of countries, 
such that marginal costs are everywhere equal; and 
second, by relaxing the total constraint on Annex I 
emissions.

To see the importance of this second effect, con-
sider the consequences of trading within a US- 
Russian umbrella. In the year 2000, the estimates in
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Table 1 suggest that emissions in the USA could not 
exceed 0.93x4,957,022 =4,610,030 gigagrams with-
out trading. If the estimates in the table are to be 
believed, Russia will easily stay within its limits, 
emitting only 0.83x2,388,720= 1,982,638 gigagrams 
of C02 in 2000. Hence, without trading, total emis-
sions for both countries would not exceed 4,610,030 
+ 1,982,638 = 6,592,668 gigagrams. But Russia is 
allowed to emit up to 2,388,720gigagrams of C02 in 
2000. So total allowed emissions for both countries 
under a trading regime are 4,610,030 + 2,388,720 = 
6,998,750 gigagrams. Trading thus eases the total 
constraint on the two countries by 6,998,750 -  
6,592,668=406,082 gigagrams in2000. Forreasons 
that should be obvious, this difference in aggregate 
emissions between the trading and no-trading cases 
is sometimes referred to as ‘hot air’.

As noted at the bottom of Table 1, the Kyoto 
emission constraints are expected to bind in the 
aggregate, even by the year 2000. Annex I emis-
sions are projected to be 97 per cent of the adjusted 
base-year emissions, whereas Kyoto requires that 
they be 94 per cent of this level. However, the ‘hot 
air’ released by trading does ease the aggregate 
emissions constraint for Annex I emissions. Annex 
I trading lowers costs partly by lowering total abate-
ment.

Note, however, that though the ‘hot air’ provision 
appears to be a loophole, had it not been created— 
had the economies in transition been given tighter 
emissions constraints—it is likely that the other 
Annex I countries would have insisted that their own 
emission constraints be relaxed. For in reducing the 
amount of ‘hot air’, the costs to the other Annex I 
countries of fulfilling their commitments would 
increase. When seen in the context of the negotia-
tions, a bigger problem with the ‘hot air’ provision 
may be that it gave away something for nothing.

Of course, the economies in transition could be 
justified in putting their resources somewhere other 
than in climate-change mitigation (many of these 
countries are poorer than some non-Annex I coun-
tries). But the other Annex I countries have given 
these economies m ore than was needed to make 
their participation incentive compatible. This is not 
just a matter of redistributing the gains from coop-
eration. Had less been given away, the incentives 
for the other Annex I countries to participate in the

agreement would have increased, whereas the Eu-
ropean economies in transition would still have had 
an incentive to participate, so long as their incentive 
compatibility constraints were satisfied.

Joint im plem entation
The Kyoto Protocol also allows ‘joint implementa-
tion’ (JI) trades among the Annex I countries. 
These are bilateral project-based, rather than mar-
ket-based, trades, in which one country receives 
‘emission reduction units’ for undertaking projects 
in another country that reduce net emissions.

JI trades must be individually negotiated, and so will 
entail transactions costs. These costs will likely be 
high because of the elusive nature of the commodity 
being traded. JI projects must provide ‘a reduction 
in emissions by sources, or an enhancement of 
removals by sinks, that is additional to any that 
would otherwise occur’ (emphasis added). Calcu-
lating this additional reduction will not be easy, 
because of course one is not able to observe the 
emissions profile that would have been realized had 
the trade not taken place. This must instead be 
inferred. Costly analyses will thus need to be under-
taken. Experience with the emissions trading pro-
gramme in the United States suggests that where 
transactions costs are high, bilateral trading will be 
limited.

Clean developm ent mechanism  
The JI concept is extended to include non-Annex I 
countries through the CDM. This allows Annex I 
countries to meet their emission ceilings by under-
taking projects in developing countries that provide 
‘additional’ and ‘certified* emission reductions. The 
CDM is potentially of huge significance, for it 
provides the only means within the Kyoto frame-
work of shifting abatement toward the non-Annex 
I countries.

But the CDM has a number of problems. One is that 
it is not obvious whether the CDM would be limited 
to emission reductions or whether it can include 
sequestration projects. The provisions for JI explic-
itly allow sequestration projects to be included, but 
the CDM article is silent on this question.

An even more important difference is that one of the 
parties to a CDM transaction will not have its 
emissions capped. Potentially, therefore, the CDM
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could produce only ‘paper’ emission reductions. 
Moreover, as Stavins (1998a) warns, it is likely that 
the least beneficial CDM projects will be adversely 
selected by this mechanism. Indeed, the problem is 
doubly worrying. Not only do developing countries 
have incentives to offer projects that would have 
been undertaken anyway, but the Annex I countries 
have incentives also to select these projects, if they 
can be acquired at lower cost (this is just another 
manifestation of the free-rider problem).

It will therefore be a matter of interest not only to the 
parties engaging in a CDM transaction but also to all 
other parties whether a transaction really will pro-
vide ‘reductions in emissions that are additional to 
any that would occur in the absence of the certified 
project activity ’. And it is for this reason, in contrast 
to the JI provisions, that the emission reductions 
resulting from a CDM transaction must be ‘certified 
by operational entities to be designated by the 
Conference of the Parties’.

Though necessary, certification will be costly, and 
the countries carrying out CDM trades will have to 
pay for certification (as noted in the Protocol, ‘a 
share of the proceeds from certified project activi-
ties [will be] used to cover administrative expenses’). 
Moreover, Kyoto insists that a share of the proceeds 
from CDM trades also be used ‘to assist developing 
country Parties that are particularly vulnerable to 
the adverse effects of climate change to meet the 
costs of adaptation’. This sounds like a tax. If CDM 
transactions are taxed, and if transactions costs are 
high, the volume of CDM trades will be very low.

There is no way of knowing by how much costs will 
be reduced by the CDM, not least because the 
important details have yet to be negotiated. In her 
statement to the US House of Representatives, 
however, Janet Yellen offered a guess:

The CDM cannot realistically be expected to yield all the 
gains of binding targets for developing countries, but it 
might shave costs by roughly another 20 to 25 per cent 
from the reduced costs that result from trading among 
Annex I countries.

As suggested by this statement, CDM transactions 
costs could have been reduced considerably had the 
Kyoto diplomats succeeded in negotiating emission 
limits for the developing countries. The issue is not 
whether these countries should pay to participate.

Most poor countries would have every incentive to 
walk away from an agreement that required them to 
dig into their pockets, and few people would blame 
them for doing so. But if developing countries had 
agreed to be bound by targets, then they would be 
able to trade with the Annex I countries and— 
subject to appropriate choice of their emission ceil-
ings—be virtually sure of being better off. An earlier 
draft of the Protocol allowed developing countries to 
choose, at any time and on a voluntary basis, a level 
of emissions control that was appropriate to their 
circumstances, but the provision was subsequently 
expunged, apparently at the insistence of China and 
India (see Jacoby et al., 1998). Since inclusion of 
developing countries in some manner is vital, the 
matter is sure to be on the agenda of future meetings 
of the parties.

‘Supplem en ta l’ trading
A further problem is that JI, CDM, and emissions- 
trading transactions are intended to be ‘supplemen-
tal’ to domestic actions, a constraint reaffirmed by 
the G8 group of countries meeting in April 1998. 
According to a F inancia l T im es article (6  April
1998) on the G8 summit, the virtue in this con-
straint is that it will prevent the leading industrial 
nations (plus Russia) from being able ‘to evade 
painful domestic reductions in greenhouse gas emis-
sions’.

This is a twisted logic. It cannot be good for the 
environment. If anything, the restriction on trading, 
in elevating between-country differences in mar-
ginal costs, will harm the environment by magnifying 
the leakage problem. And it cannot be sure to make 
developing countries any better off either.

Whether this constraint will ever bite, however, is 
another unknown, for the parties have not defined 
what ‘supplemental’ means. If the notion is inter-
preted as being qualitative, then it will easily be 
satisfied, for even with unconstrained trading every 
Annex I country will undertake som e abatement at 
home. More serious would be an arbitrary, quanti-
tative limit on trading. Unfortunately, there is some 
support for such a cap, especially in Europe. The 
European Parliament adopted a resolution in Sep-
tember 1998 calling for ‘an agreement to have a 
quantitative ceiling on the use of flexibility mecha-
nisms to ensure that the majority of emissions 
reductions are met domestically’.
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Table 2
European Union Burden-sharing Agreement

Member state National target
(%)

Austria -13
Belgium -7.5
Denmark - 2 1

Finland 0

France 0

Germany - 2 1

Greece +25
Ireland +13
Italy -6.5
Luxembourg -28
Netherlands - 6

Portugal +27
Spain +15
Sweden +4
United Kingdom -12.5
Total EU - 8

‘B u bbles’ an d  ‘um brellas’
Article 4 of the Protocol allows parties to negotiate 
a side agreement, in which they pledge to fulfil their 
Kyoto ceilings jointly. This provision was important 
in that it made it possible for the European Union to 
negotiate on behalf of its 15 member states in Kyoto. 
The emission ceiling shown in Table 1 for the 
European Union is thus an aggregate ceiling. The 
European side agreement, establishing emission 
ceilings for individual member states, was negoti-
ated in September 1998 and resulted in the burden-
sharing agreement shown in Table 2.

Under the terms of the Kyoto agreement, Europe is 
thus treated as a ‘bubble’ (in the jargon of the US 
emissions-trading programme). As long as the total 
target for Europe is achieved, each member state is 
considered also to be in compliance. However, 
should the total target not be met, each member 
state is held individually accountable for meeting the 
targets it accepted in the side agreement.

Note that the concept need not be confined to 
Europe. A number of countries (Australia, Canada, 
Japan, New Zealand, Russia, Ukraine, and the 
United States) have discussed setting up an ‘um-

brella’ group of trading countries under this article, 
and it is likely that international trading will begin in 
this way.

(iii) Non-permanent Emission Caps

Another concern about the emission limits in the 
Kyoto Protocol is that they are not permanent (as 
are the limits in the Montreal Protocol and the US 
sulphur-dioxide trading programme, for example). 
Emission limits for subsequent control periods will 
be established by future conferences and codified in 
future amendments; negotiations of the second 
round of limits (that is, those that apply beginning in 
2013) are required to begin by 2005, but Kyoto has 
nothing more to say about these limits.

This matters because many actions to reduce emis-
sions involve investments with very long lifetimes. 
Whether these investments will be worth making 
will depend on the magnitude of future limits. If one 
believes that future limits will be very tight, then 
long-term carbon-saving investments will appear 
more attractive today. If one believes that future 
limits will be slack, then costly carbon-saving invest-
ments will not pass the required hurdle.
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Strategy may also intrude. If a country invested 
more in abatement than needed just to meet its 
target in the 2008-12 period, then this may only 
increase the emission reduction that it would have to 
meet in the next period. The reason is that, once the 
costs of the investment have been sunk, the costs to 
this country of reducing its emissions in the next 
period will be lower; its bargaining position will 
therefore have been compromised. Turning this 
argument around, a country might be able to nego-
tiate an easier target for the next control period if it 
invested less in reducing its abatement costs in the 
first control period.

But it is easy to overstate this problem. Suppose 
Kyoto had  imposed permanent emission ceilings. 
Then a different problem would arise: the parties to 
the protocol would question the credibility of the 
ceilings, knowing that the limits could always be 
renegotiated. If the countries believed that the 
future ceilings were too tight, they would ‘under-
invest’ in abatement. Of course, once they had done 
so, the costs of meeting the original limits would be 
higher, and the case for lowering these ceilings 
would therefore be strengthened. The belief that the 
initial limits were ‘too tight’ would be self-fulfilling.

(iv) Arbitrary Emission Limits

Nordhaus and Boyer (1998, p. 17) question Kyoto’s 
choice of emission limits, noting that they do not 
relate to ‘a particular goal for concentrations, tem-
perature, or damages’. The targets certainly should 
take account of damages (see especially section V); 
at the very least they should provide a benefit 
(measured in terms of the damages avoided by the 
mitigation) that exceeds the cost of meeting the 
targets. But they should not take direct account of 
concentrations or temperature (even though these 
will be linked to damages).

One reason for this is that it is very hard to say by 
how much emissions should be limited. For example, 
though the Framework Convention requires that 
concentrations be stabilized at ‘a level that would 
prevent dangerous anthropogenic interference with 
the climate system’, no one knows what this level is.

But there is a deeper reason, too. For suppose that 
such a level could be identified. Then, if parties to the 
agreement pledged to ensure that this level was not 
exceeded, every party would have a strong incen-
tive to withdraw from the agreement (or not to 
accede to it in the first place). The reason is that, if 
a party withdrew and increased its emissions, the 
remaining parties would have to reduce their emis-
sions to ensure that the aggregate concentration 
target continued to be met. In a sense, the with-
drawal would be rewarded. Similarly, if a country 
acceded to the agreement, the burden of meeting 
the aggregate target would be spread more widely, 
and, as a consequence, the original signatories 
would presumably be allowed to reduce their abate-
ment levels—at the expense of the additional party 
having to increase its abatement. Accession would 
essentially be punished. An aggregate target thus 
exacerbates any incentives that may already exist 
for countries to free ride. That Kyoto does not 
specify an aggregate target is a virtue.

So, how should the targets reflect damages? Obvi-
ously, if the concern were with limiting total dam-
ages, then the effect would be the same as just 
described. However, suppose parties to the agree-
ment were concerned only with maximizing their 
own collective pay-off (the difference between 
their total benefit and cost of mitigation). Then the 
incentives would be better aligned. If a country 
withdrew from the agreement, the remaining parties 
would reduce their abatement (since the aggregate 
marginal damage for the parties to the agreement 
would fall with the withdrawal); the withdrawal 
would be punished. If a country acceded, the coun-
tries that were already parties to the agreement 
would increase their abatement (since the aggre-
gate marginal damage for parties would increase); 
the accession would be rewarded.10

(v) Quantities vs Prices

Setting quantitative targets may seem to be the 
obvious remedy, and it has been at the forefront of 
negotiations ever since the Toronto conference. But 
it has problems.11 One problem is that the link 
between actions and outcomes, as measured in

10 This is the basic mechanism underlying the self-enforcing agreements studied in Barrett (1994).
" Hahn (1998) summarizes a number of alternative prescriptions. See also Nordhaus (1998).
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emissions relative to an historical base year, is 
tenuous. Carbon-dioxide emissions were 7 per cent 
lower in Britain in 1995 compared with 1990, even 
though Britain has not adopted a radical policy for 
reducing emissions. Similarly, emissions in Ger-
many fell 12 per cent between 1990 and 1995. 
Emissions in Bulgaria, the Czech Republic, Estonia, 
Hungary, Latvia, and Slovakia fell by even more— 
by up to 50 per cent over this same period, without 
any of these countries adopting radical climate 
change mitigation policies. By contrast, emissions in 
all the countries that imposed carbon taxes in the 
early 1990s (Denmark, Finland, The Netherlands, 
Norway, and Sweden) were 4-15 per cent higher 
in 1995 than in 1990.

Another problem is uncertainty. There is, of course, 
great uncertainty about the magnitude of climate- 
change damages. But there is uncertainty also about 
the costs of climate-change mitigation, and in a 
seminal paper Weitzman (1974) showed that the 
latter kind of uncertainty can have important impli-
cations for the choice of policy instrument (emission 
limit versus carbon tax). If a quantitative limit were 
fixed, marginal costs would be uncertain. If a tax 
were fixed, emission reductions would be uncertain. 
Weitzman showed that the tax is superior if the 
marginal cost curve is steep relative to the marginal 
benefit curve. Essentially, the tax ensures that 
marginal costs and benefits do not differ by much.

Pizer (1998) has calculated that taxes would be 
much more efficient than quantity limits for climate- 
change mitigation (in his simulations, the net benefits 
to using the tax are five times the estimate for a 
quantity control). A combination of policies can do 
even better (Roberts and Spence, 1976), though 
Pizer (1998) finds that a hybrid policy is unlikely to 
improve much on the pure tax scheme in the case of 
climate change. The essential point is that, even if 
the Kyoto targets were met cost-effectively, an 
alternative policy that leaned more in the direction of 
controlling marginal costs directly (carbon taxes) 
would be even better.

(vi) Leakage

Because participation in the Kyoto Protocol is 
not full, there is a potential for ‘leakage’. As the

Annex I countries reduce their emissions, compara-
tive advantage in the greenhouse-gas-intensive in-
dustries will shift towards the non-Annex I coun-
tries. This trade effect will be reinforced by the 
workings n  the energy market; as demand for the 
carbon-intensive fuels in the Annex I countries falls, 
world prices for these fuels will fall, and consump-
tion in the non-Annex I countries will therefore 
increase. Consequently, emissions outside the An-
nex I countries will increase; the environmental 
benefits of the agreement will be reduced. Poten-
tially, if leakage is strong enough, the agreement 
would only succeed in redistributing global emis-
sions. The effort to negotiate and implement the 
agreement would have been wasted.

How significant a problem is ‘leakage’ ? The Clinton 
Administration (1998, p. 72) maintains that, with 
cost-effective implementation, the Protocol ‘would 
likely have little impact on competitiveness’. Maybe 
so. But if implementation is not cost-effective—and 
as I have already explained it could be far from this 
mark—then the consequences could be different. 
Bernstein e t a l  (1998) find that leakage could be 
significant: for every 100 tons of carbon abated by 
the Annex I countries, non-Annex I emissions could 
rise 5-10 tons (global emissions would thus fall by 
only 90-95 tons). Manne and Richels (1998) and 
Nordhaus and Boyer (1998) also predict significant 
levels of leakage.

These levels may not appear high, but they will 
certainly be politically visible.12 Leakage would 
damage particular industries, and these will surely 
lobby for protection. The Senate resolution drew 
attention to the problem, and the proposed EC 
carbon tax was modified partly to take account of 
the concerns voiced by the energy-intensive indus-
tries about a possible loss in ‘competitiveness’. It is 
no surprise that unilateral carbon taxes within coun-
tries vary by sector, with industry—and especially 
the energy-intensive export industries—always pay-
ing the lowest amount. When the EU burden-
sharing rule was being negotiated, a number of 
countries (Austria, Denmark, The Netherlands, 
Spain, and Finland) wanted to make meeting the 
national targets conditional on the introduction of 
EU-wide emissions-control measures. These coun-
tries were concerned that, as they reduced emis-

12 Previous studies have shown that leakage could be more substantial (IPCC, 1996, ch. 11).
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sions, perhaps by imposing steep carbon taxes at 
home, output in the sectors most highly taxed would 
shift elsewhere within the Union. The Danish min-
ister said that, though he accepted that Denmark’s 
-21 per cent target was unconditional, Denmark 
would only be able to achieve -17 per cent without 
EU-wide measures being adopted.13

This links up with a point made in the Introduction: 
that concerns about leakage provide another reason 
for wanting to encourage trading. In reducing the 
between-country difference in marginal costs, trad-
ing reduces leakage. Trading therefore lowers costs 
and increases benefits.

IV. COMPLIANCE ENFORCEMENT 
AND FREE-RIDER DETERRENCE

Assume the best: that enough countries ratify Kyoto 
that it comes into force and that the flexible mecha-
nisms in Kyoto allow abatement to be cost-effec-
tive. Then we can ask: Will the parties to Kyoto 
actually comply with the agreement? Will they stay 
within the limits prescribed by Tables 1 and 2?

It is a remarkable fact that non-compliance with 
international agreements is extremely rare. And, 
when it does occur, the reason is usually that the 
deviant was for some reason unable to comply, 
rather than that it chose not to comply.

But why do parties comply? One reason is that they 
are expected to by customary of international law. 
And it is obvious why custom demands compliance. 
If states could not be relied upon to act as they said 
they would act, then what would be the point of 
entering into agreements?

But does this mean that compliance is not a prob-
lem? If it does, then it should not matter that the 
Kyoto Protocol does not (yet) include any provisions 
for punishing non-compliance. As Chayes and 
Chayes (1995, pp. 32-3) note, the authority to 
impose sanctions ‘is rarely granted by treaty, rarely 
used when granted, and likely to be ineffective when 
used’. So Kyoto’s failure to enforce compliance by 
sanctions may be an irrelevance.

However, the facts are open to a different interpre-
tation: that

both the high rate of compliance and relative absence of 
enforcement threats are due not so much to the irrel-
evance of enforcement as to the fact that states are 
avoiding deep cooperation—and the benefits it holds 
whenever a prisoners’ dilemma situation exists—because 
they are unwilling or unable to pay the costs of enforce-
ment (Downs etal., 1996, p. 387).

This last interpretation may seem cynical and un-
convincing. After all, as we have seen, Kyoto does 
strive to sustain ‘deep’ cooperation—a treaty that 
imposes a cost measured as a fraction of GDP can 
hardly be described as ‘shallow’. But, then again, 
Kyoto has not even entered into force yet, let alone 
been implemented. So we cannot really choose 
between these different theories.

Indeed, it would not even be sensible to choose 
between them because neither quite gets to the 
heart of the matter. The Chayeses consider the 
need to enforce compliance as being independent of 
the need to deter free-riding—something that they 
dismiss as being of little practical importance. Downs 
e t a l ,  by contrast, conflate the two problems. 
Compliance enforcement and free-rider deterrence 
are related problems and should be analysedjointly.

It is important to note that customary law does not 
require that states be parties to a treaty. Sovereignty 
means that countries are free to choose to partici-
pate in a treaty or not as they please (Barrett, 1990). 
So if free-riding is to be deterred—if participation in 
a treaty is to be full—then some kind of treaty-based 
mechanism must provide the right incentive. It must 
correct for the harmful incentives that otherwise 
condemn countries to the fate of the famous prison-
ers’ dilemma.

Suppose that an agreement exists, that it consists of 
a certain number of parties, and that it requires that 
these parties undertake some action. The required 
action (climate-change mitigation) is costly to the 
parties that undertake it, but provides a benefit that 
is shared by parties and non-parties alike (climate- 
change mitigation is a public good). So each party 
will have an incentive to withdraw from the agree-

13 ‘EU States Agree Kyoto Emissions Limits’, E N D S  E n v iro n m e n t D a i ly , 17 June 1998, http://www.ends.co.uk/subscribers/ 
envdaily/articles/98061701 .html.
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ment, for in doing so each can gain more from 
avoiding steep mitigation costs than it loses from its 
own small slice of greenhouse-gas abatement.

If a party is to be deterred from withdrawing— 
which it is entitled to do under international law14— 
then it will need to be punished for withdrawing, and 
punished severely. It will be up to the other parties 
to the agreement to impose the punishment, but they 
may be reluctant to do so. The reason is thatitis very 
hard to punish a deviant without also harming one-
self. For example, suppose the punishment is that, in 
the event of one country withdrawing (and there-
fore cutting its abatement substantially), the other 
parties reduce their mitigation. Then the countries 
called upon to impose the punishment will be shoot-
ing themselves in the foot, so to speak. The punish-
ment may not be credible.

Let us suppose, however, that a credible punishment 
can be found to deter some level of free-riding. Then 
it can be shown that the same punishment can be 
relied upon to enforce compliance (deter non-com-
pliance); see Barrett (1998a). The reason is intui-
tive. Suppose a party contemplates ‘cheating’ on 
the agreement, perhaps by reducing its emissions by 
less than required by the agreement. To be deterred 
from cheating, it must face a punishment, and the 
punishment must be sufficiently severe that the 
country is made better off by not cheating. The 
larger the deviation from compliance, the larger 
must be the punishment which deters non-compli-
ance. But the larger the required punishment, the 
larger will be the harm self-inflicted on the countries 
asked to impose it. If a punishment becomes too 
large it will cease to be credible and non-compliance 
will not be deterred.

Recall, however, that I have assumed that there 
exists a credible punishment that can deter (further) 
withdrawals from the agreement. The worst harm 
that a signatory could do by not complying would be 
for it to choose an emission profile that matched

what it would do if it withdrew from the agreement. 
Hence, if every signatory is deterred from with-
drawing, each also is deterred from not complying. 
The binding constraint on international cooperation 
is free-rider deterrence, not compliance enforce-
ment. Once free-riding can be deterred, compliance 
can be enforced free of charge.

The example of the Montreal Protocol is relevant 
here. This agreement, which is phasing out the use 
of ozone-depleting chemicals world wide, is among 
the great successes of international cooperation. It 
is also often held up to be a model for future 
agreements. Like Kyoto, the Montreal Protocol did 
not initially incorporate a mechanism for punishing 
non-compliance; choice of such a mechanism was 
to be deferred to a future meeting of the parties. So 
failure by Kyoto to include a mechanism for en-
forcement might seem not to matter. However, 
there is a big difference between the two treaties. 
The Montreal Protocol d id  offer incentives for 
countries to participate in the form of a trade 
sanction between parties and non-parties in the 
substances controlled by the treaty and in products 
containing these substances. And this device has 
succeeded in making participation in the Montreal 
Protocol virtually full.15 It has also been invoked to 
enforce compliance with the agreement.16 When 
seen in this light, compliance enforcement is a 
problem for Kyoto because the agreement does not 
employ a mechanism to deter free-riding.

Actually, the minimum participation clause may 
provide some assistance in deterring free-riding. 
You can think of it this way. Suppose more than 55 
countries have ratified the treaty, and Annex I 
participation falls just a tiny bit short of the 55 per 
cent minimum required for entry into force. Then, if 
one more Annex I country ratifies, and so makes the 
minimum participation clause bind on all parties, it 
will have a non-marginal effect on the behaviour of 
others—the other Annex I parties will now have to 
fulfil their obligations under the treaty. This might

14 The Kyoto Protocol allows a party to withdraw 3 years after the Protocol has entered into force for a party, upon giving 1 
year’s notice.

11A provision was also made for controlling trade in products made using these substances, but this was never implemented.
“ The biggest challenge to the Montreal Protocol came when Russia declared that it would not be able to comply by 19%. The 

Implementation Committee threatened to invoke sanctions— and the combination of this threat and the sweetener of financial 
assistance was enough to compel Russia into preparing a plan for eventual compliance. The carrot of financial assistance was 
justified, by the way, since the original Montreal Protocol was negotiated by the Soviet Union in 1987, before its collapse. See 
Barrett (1998b).
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just provide the incentive for the marginal ratifica-
tion, and push the treaty over the minimum partici-
pation threshold.17

However, this trick is not sure to work—and even 
if it did succeed, it provides absolutely no incentive 
for successive accessions to the treaty. To see this, 
notice that the next country to ratify will not alter the 
behaviour of the existing parties one little bit. So why 
should it accede? The Kyoto Protocol does not 
provide any incentives for more than the minimum 
of participation. This is in sharp contrast to Mon-
treal, which provides ample incentives for full par-
ticipation.

Let us suppose, however, that Kyoto’s minimum 
participation level is met and that the agreement 
enters into force. Could full implementation then be 
relied upon? The answer is not obvious. Suppose 
just one country foresees that it will fail to comply. 
Then it could withdraw from the agreement, upon 
giving sufficient notice, and so avoid having to 
deviate from the custom of compliance. Of course, 
its withdrawal wouldbepenalizedifitbrought about 
the collapse of the agreement, as required by the 
minimum participation clause. But the other parties 
may not want the agreement to collapse, even taking 
as given this country’s withdrawal, perhaps be-
cause, having previously sunk money into abate-
ment investments, the cost of sticking with the 
agreement would be low. But if this is true—if a 
country cannot expect to be punished for deviating, 
then every party would have an incentive not to try 
very hard to comply with the agreement.

A more likely scenario is that a number of countries 
will wait to undertake substantial investments in 
abatement until others have already done so. The 
risk is that, with everyone behaving in this way, the 
policies and investments needed to implement Kyoto 
will not be made. The Protocol seems to have 
anticipated this problem, for it requires that every 
Annex I party demonstrate progress in achieving its 
target by 2005. But this will not suffice. If enough of 
these parties have made little progress, then none 
can be singled out for having acted unusually. 
Anyway, if no penalties can be applied, a lack of 
progress by all parties, or a large enough number of 
parties, would only provide a reason for renegotiat-

ing the agreement. To compound these problems, 
delay in implementing Kyoto will raise the costs of 
sticking to the Kyoto timetable, and so increase the 
incentives not to stick to this timetable.

The solution to all these problems may seem obvi-
ous: invoke the kind of sanctions used by the Mon-
treal Protocol. However, production of every good 
has implications for greenhouse-gas emissions. 
Should all trade between parties and non-parties be 
banned? The threat to do so would almost certainly 
not be credible. Should trade in a select range of 
products be banned? That might be credible, but it 
might also threaten the stability of the multilateral 
trading arrangements. The answers are not obvi-
ous. But perhaps the questions should be asked (I 
was told that the subject never came up in Kyoto).

V. SUMMARY

If there is one lesson to draw from this analysis it is 
this: the Kyoto Protocol must produce for its parties 
a favourable benefit-cost ratio or else it will either 
never enter into law or it will collapse.

As I noted in the opening paragraph of this paper, the 
overall reductions in emissions contained within 
Kyoto probably could provide a benefit-cost ratio 
for the world in excess of one. However, actually 
realizing this potential gain will not be easy. The 
overall level of abatement prescribed by Kyoto 
would have to be achieved cost-effectively—and 
this will require that abatement be undertaken in 
non-Annex I countries. Participation by the non- 
Annex I countries could potentially be achieved 
through the Clean Development Mechanism, but 
this would be sufficient only under the most favour-
able of assumptions. It seems more likely that 
emission caps would also need to be negotiated for 
the developing countries. Let me repeat here that 
this does not imply that the non-Annex I countries 
would need to pay for this abatement themselves. 
The reason for broadening participation is not to 
redistribute costs so much as to lower the total bill. 
There is an important precedent for this. The Mon-
treal Protocol capped emissions of ozone-depleting 
substances in developing countries, and these coun-
tries did not have to pay to stay within these limits;

17 This is what I call a ‘linchpin’ equilibrium. See Barrett (1998a ).
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the ‘incremental costs’ of their compliance were 
paid for by the industrialized countries.

Achieving a favourable benefit-cost ratio implies 
not just that costs must be kept low, but also that 
benefits must be kept high. As noted earlier, lower-
ing implementation costs will actually raise benefits 
by lowering leakage. But there is another problem: 
one way of lowering costs is to approve CDM 
transactions that may not ultimately yield reductions 
in net emissions (so-called paper trades). Shaving 
costs in this way would ultimately ruin the agree-
ment. This is yet another reason why Kyoto should 
be revised to include emission caps for the develop-
ing countries.

If these requirements can be met (and that is a big 
if), then the US Senate’s objections would fall away, 
and the Kyoto Protocol could then enter into force. 
The problems of non-compliance and free-riding 
would at the same time be eased. If the costs of 
participation were lowered (and the benefits in-
creased), then the incentives to deviate in these 
ways would be reduced.

However, these incentives to deviate would not be 
eliminated by cost-effective abatement. Achieving 
a favourable benefit-cost ratio is only a necessary 
condition for achieving global cooperation; it is not 
sufficient (Barrett, 1994, 1998a). And it is not 
obvious how the required sanctions could be made 
credible. So Kyoto has two mountains to climb. The 
first—achieving a favourable benefit-cost ratio—is 
challenge enough. The second—deterring free-

riding and non-compliance—has not yet come into 
view, but it may prove the harder climb.

POST SCRIPT

After this paper was written, the parties to the 
Framework Convention met in Buenos Aires (in 
November 1998). The issues raised in this paper 
were not resolved at this meeting, but a Plan of 
Action was agreed, with deadlines for finalizing the 
Protocol’s flexible mechanisms. For the first time, 
the issue of how compliance should be enforced 
was raised, though to my knowledge no mechanism 
for enforcing compliance was proposed. At the 
meeting, the United State- -ecame the 60th country 
to sign the Kyoto agreement. Another small island 
state, Antigua and Barbuda, became the second to 
ratify it. Argentina, which hosted the meeting, an-
nounced its intention to adopt an emission limit 
voluntarily, and Kazakhstan said that it would join 
the group of Annex I countries and accept, in the 
words of the press release, a ‘legally binding target’ 
(adding more ‘hot air’?).

These developments are to be welcomed, but the 
fundamental problems raised in this paper remain. 
The press release issued at the start of the Buenos 
Aires talks concluded by noting that the agreement 
would not become legally binding until the minimum 
participation requirements had been met. ‘It is 
hoped,’ the statement reads, ‘that this will happen in 
2001.’ It is regrettable that we cannot anticipate 
with more confidence an event of such importance.
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Abstract. One of the major obstacles to reaching a comprehensive agreement on global wanning is the 
setting of greenhouse gas emission reduction targets for individual countries. Long-standing tensions 
between industrialized and developing countries have raised the issue of equity in burden-sharing. 
Moreover, individual industrialized nations have pleaded special circumstances and have sought 
differentiation in their obligations. This paper analyzes alternative rules for distributing tradable 
carbon dioxide emissions permits. A non-linear programming model, which distinguishes between 
allocation-based and outcome-based rules, is used to analyze the relative welfare outcomes. The 
model is applied to the world body of nations and yields several important policy implications.
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1. Introduction

Any successful policy to deal with global wanning must have several attractive 
features. Given the potentially immense sums that may have to be spent on abate-
ment, it is important that the policy be efficient or, at least, cost-effective. Given the 
likely differences in both costs and benefits across countries, it would be desirable 
that the policy be equitable, or fair.1

Equity considerations are usually accorded a secondaiy role in economic policy-
making, but, in the case of global warming, they may be crucial. First, no supra-
national institution can force a greenhouse gas (GHG) agreement; hence, it will 
depend on voluntary compliance. Second, appeals to global economic efficiency 
alone will not be sufficient to rally countries together, given the wide disparities 
in their current welfare and in welfare changes implied by efficient policies. Thus, 
over and above its normative role in policy-making, equity might serve a positive 
role as a unifying principle that facilitates a greenhouse warming agreement. A 
global problem requires a global solution and hence as many participants as
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possible, but the public good nature of GHG abatement means it is prone to free 
rider problems. Many analysts of the issue have concluded that greater cooperation 
is likely to be forthcoming if the policy process, implementation decision, and 
outcomes are perceived to be fair (see, e.g., Morrisette and Plantinga, 1991; Bohm 
and Larsen, 1994; IPCC, 1996).

A marketable permits, or entitlements, approach to greenhouse gas mitigation 
has several attractive features (see, e.g., Barrett et al., 1992). Following Coase 
(1960), a marketable permits scheme will be cost-effective irrespective of how the 
permits are distributed. Thus, we are not faced with a disincentive or other problem 
that leads to an efficiency-equity tradeoff. The same is true of a global carbon tax 
and the lump sum redistribution of its revenues.

One significant problem arises with respect to equity, however. Unlike efficien-
cy, no universal consensus exists on the best definition at either the interpersonal or 
international level. Compounding the problem, many policy pronouncements are 
based on ambiguous or erroneous definitions of equity, and incomplete assessments 
of their welfare implications.

The purpose of this paper is to analyze alternative distributional rules for global 
warming policy. We present several equity principles, as well as other approaches 
to sharing costs and benefits, and discuss their transformation into operational rules 
for distributing tradeable greenhouse gas emission permits. Next we formulate a 
non-linear programming model and analyze the implications of the various criteria 
in terms of relative burden-sharing.

Note that our simulations are performed for a disaggregation of the world 
economy into nine regions, and that we assume all regions are considering com-
mitments to mitigate GHGs. This differs from the outcome of the Conference of 
the Parties to the Framework Convention on Climate Change held in Kyoto, Japan, 
in December 1997 (COP-3), where only Annex I countries (a combination of 34 
OECD and the Eastern European countries) committed to targets and timetables for 
GHG mitigation during the first phase of an international accord (FCCC, 1997).2 
Attention now focuses on how to induce commitments from developing countries 
to mitigate GHGs. These nations have, however, frequently expressed concerns 
about the fairness of an international agreement, often in relationship to their own 
limited resources and a long history of cumulative emissions by industrialized 
countries (see, e.g., Agarwal and Narain, 1991). Thus, an analysis of direct inter-
actions between industrialized and developing countries that incorporates transfers 
and addresses equity issues in a comprehensive manner is especially timely.

2. Review of the Literature

This paper builds on several recent studies on “burden-sharing” in global warming 
policy. Most of these studies have offered rather limited concepts of “equitable” 
allocations, and instead have focused on “acceptable,” “pragmatic,” or “coalition-
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forming” rules for distributing permits. We use the term “differentiation” to include 
these various alternatives to formal equity.3

Larsen and Shah (1994) analyzed several rules for allocating permits among 
major countries of the world in reference to returning to 1987 CO2 emission levels 
in the Year 2000. Their empirical analysis was confined to the costs of mitigation, 
though they implicitly addressed benefits by assuming OECD countries have a 
positive willingness to pay for mitigation and developing countries have a negative 
willingness to pay. Also, they assumed that all countries have the same mitiga-
tion cost function. Larsen and Shah focused on allocations they believed provided 
participation incentives, without providing much discussion of the conceptual jus-
tification for the alternatives. Their emphasis was on “acceptable” allocations, 
defined as those involving zero costs of participation for poorer countries. Implic-
itly, this notion of “acceptability” is akin to Pareto improvement, in which policies 
are supported if no one is made worse off as a result. A crude notion of equity enters 
into the analysis, however, since the group of industrialized countries is expected to 
suffer positive costs, while avoiding imposing any costs on developing countries. 
No justification is given for the alternative cost-imposing rules on industrialized 
countries -  allocations according to GDP, population, and a combination of the 
two.

Bohm and Larsen (1994) examined a mitigation target of reducing CO2 emis-
sions twenty percent below 1990 levels in the year 2010 for only Europe and the 
former Soviet Union. They note that “Participation in such a regime is expected 
to hinge on fairness o f the distributional consequences” (p. 219). They stipulate 
initial allocations that lead to an equalization o f net costs “per GDP” as fair in the 
short run, and initial allocations that are based on population as fair in the long 
ran. They also refer to these as “objective criteria.” Moreover, they analyze cases 
in which the costs for the poorer countries are specified as not exceeding zero. The 
authors show that European countries can save as much as eighty-five percent on 
their mitigation costs if they engage in a treaty that allows for permit trading with 
the countries of Eastern Europe and the former Soviet Union.

Edmonds et al. (1995) performed an analysis for nine world regions to limit 
emissions to 1990 levels over a time horizon with four milestone periods culminat-
ing in the Year 2050. Their analysis is based on the Edmonds-Reilly-Bams model 
(see Edmonds et al., 1986), which combines aspects o f a carbon cycle model and 
an energy-CC>2 emissions model (including technological change). They examine 
a variety of trading regimes with carbon permit allocation based on several cri-
teria: population, GDP, and historical emissions (“grandfathering”), as well as an 
alternative requirement to impose “no harm” on non-Annex I nations by mitigation 
efforts. They find that commonly proposed fairness criteria such as population, 
GDP, and historical emissions correspond poorly to allocations that leave non- 
Annex I nations “unharmed.” They also examine the cost sensitivity from delaying 
mitigation actions and from technology development and dissemination. As in 
other studies, they find that flexibility in individual country mitigation levels



488 Climate Change

28 ADAM ROSE ET AL.

significantly reduces emissions mitigation costs as does technology development 
and dissemination.

Richels et al. (1996) follow up on the Edmonds study by using four major 
energy-economy models representing both bottom-up and top-down approaches 
to apply the previous burden-sharing formulas to an examination of the impacts 
on various world regions, with a specific separation of OECD countries. They 
first examine a rather stringent emission reduction requirement of twenty percent 
below 1990 levels by various target dates, and find that the flexibility offered 
by a system of permits (as well as a relaxation of yearly timing requirements of 
emission reductions) could reduce global costs by more than eighty percent. In 
addition, their analysis indicates that because of international trade effects, non- 
OECD countries would still likely suffer negative impacts even when they are not 
required to mitigate GHGs.

Rose and Stevens (1993) performed an analysis of several explicit equity criteria 
in distributing emission permits to meet a twenty percent reduction for projected 
Year 2000 CO2 emission levels by eight major (though not comprehensive) regions 
of the world, with cost and benefit functions adapted from Nordhaus (1993). 
The authors did not present a formal model of permit distributions, nor did they 
distinguish between “allocation-based” and “outcome-based” criteria as does the 
present paper. In addition, though some underpinnings of the equity criteria were 
presented, on further inspection some of the criteria are arbitrary and others suffer 
from the problem of “partition dependence” to be discussed below. One interesting 
finding for the select few but philosophically distinct criteria simulated was that 
the welfare outcomes of their implementation did not differ much.

Still another approach to permit allocation is provided by Barrett (1992), who 
examined the problem in game-theoretic framework using stylized data in a four- 
region setting for the U.S., China, the Soviet Union, and the Rest of the World. 
Most of the criteria utilized were based on self-interest, though a Kantian imperative 
(falling in-between self-interest and the altruism inherent in most equity criteria) 
was also analyzed.

Thus, all of the aforementioned papers have several limitations.4 Most of these 
are overcome in the current analysis, which includes:

•  A set of major world regions covering the entire globe.
•  An extended time horizon.
•  The specification of an explicit model that is sufficiently general to cover 

all types of distributions (allocation-based, process-based, outcome-based), 
is applicable to both cost-effectiveness and optimality analysis, and to both 
permits and carbon taxes.

•  Differential cost functions between regions.
•  Applicability to a range of distribution criteria, beyond those involving equity, 

to include acceptability criteria and “differentiation” in general.
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• Examination of several subtleties associated with burden-sharing criteria,
including arbitrariness and partition dependence.

Still, our empirical analysis does not incorporate benefits associated with green
house gas mitigation, though the model is sufficiently general to do so. Also, the 
model is not fully dynamic, though it can be reformulated into a dynamic linear 
programming version as well.

3. International Equity and Differentiation Criteria

The equity principles and differentiation analyzed in this paper, a general opera
tional rule emanating from each, and a corresponding rule applicable to the alloca
tion of marketable permits for CO2 emissions are presented in Table I. The reader 
is referred to Rose (1992) for a discussion of conceptual underpinnings of each of 
the criteria.5 Note that, although the discussion below is presented in the context 
of marketable permits, the criteria apply equivalently to redistributing carbon tax 
revenues (see, e.g., Pezzey, 1992; Rose and Stevens, 1998).

An important distinction is whether a given equity criterion applies to the 
process by which a criterion is chosen, the initial allocation  of permits, or to the final 
outcome of the implementation of the policy instrument, i.e., to net welfare impacts 
following trading and greenhouse gas mitigation. For example, the Sovereignty 
criterion refers to the right to emit GHGs, so it applies directly to permit allocations, 
while Horizontal Equity applies to welfare changes, i.e., outcomes. Other criteria 
do not have any pre-determined rules at either end (e.g., Consensus Equity and 
Market Justice) but apply more to the manner in which decisions are made (see, 
e.g., Rayner and Malone, 1997). We can thus divide the criteria into three categories 
as denoted in Table I.

Outcome-based criteria are more in keeping with the “welfarist” orientation of 
equity in terms of much of traditional Welfare Economics. However, some equity 
concepts are based on inherent rights (e.g., Egalitarian) that tie them to initial 
allocations. Others relate to the fairness of the process of allocating/trading the 
rights, though emphasis on the process begs the question of what rule will be 
chosen and what its equity implications are. In the case of global warming, the 
allocation stage is more immediate and more certain than the final outcome, and 
hence might receive more attention, but this would be shortsighted. At the same 
time, concerns about the eventual outcome are compounded by actual or perceived 
uncertainties about potential benefits, economic and emissions growth rates, permit 
prices, and, the competitiveness of the permits market. Still, these considerations 
are too important to ignore, and improving knowledge of them will enable all 
nations to make more informed judgments about bottom-line impacts.6

A number of other rules for sharing the benefits and costs of global wanning 
policy, several of which were discussed in the previous section, are summarized 
in Table II. Below, we briefly discuss several major examples and show that, 
despite the use of more pragmatic labeling as, for example, “acceptable” criteria,
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most of these rules either embody some aspect o f equity or can be modeled in a 
mathematically equivalent manner.

Grandfathering is equivalent to Sovereignty if applied across the board. Typi-
cally, however, it is formulated with countries partitioned into groups, often favor-
ing developing countries. This is the case o f many policy analyses associated with 
the Berlin Mandate, which suggest that these countries can be usefully brought 
into a global permit market scheme, even if they do not have mitigation targets, 
by granting them permits equivalent to their gross emissions (thereby promot-
ing global efficiency by capitalizing on low cost mitigation options). The “No 
Purchase” criterion is then a special case of Grandfathering as currently under 
discussion.

The “No Harm” rule would be equivalent to Compensation7 if it were applied to 
all nations, but typically it is also applied to the partition of developing countries, 
thus, it is roughly equivalent to Vertical Equity (we say roughly, because it is not 
a pure proportioning, but rather a bifurcation with all developing countries treated 
equally). It also begs the question of how the “harm” should be distributed across 
industrialized countries.

The rule to “Limit the Income Gap” between rich and poor nations simply 
translates into Horizontal Equity if the gap is stated in proportional terms and 
translates into Vertical Equity if in absolute monetary terms (below we will further 
distinguish total and per capita versions o f these criteria). That is, burdens that 
are an equal proportion of GDP will maintain the overall GDP proportions among 
countries. For absolute disparities, the explanation of the role o f Vertical Equity is 
more complicated. If one considers both costs and benefits o f greenhouse gas mit-
igation, and global net benefits are positive, then equal absolute improvements in 
net welfare will be consistent with Vertical Equity and will also maintain absolute 
disparities. Ironically, when benefits are not considered, and the outcome is mea-
sured in terms of net costs, maintaining absolute income disparities would require 
that cost changes be equal for all countries, though this would mean they would 
be a smaller proportion of GDP for wealthy countries than for poor ones -  a clear 
violation of most equity principles.

The Kantian imperative involves a type of pragmatic altruism embodied in 
the Golden Rule. Barrett (1992) has found that it yields results close to the Nash 
equilibrium, but effectively it implies equal proportional cutbacks in emissions 
among all nations as in the case of Sovereignty equity.

The GDP criterion violates all principles of altruism, as it would favor wealthy 
countries. If we take a cynical view of the policy-making process and suggest that 
more wealthy countries will have greater clout in the determination of final welfare 
distribution, then it is similar to our definition o f Consensus equity, which is based 
on process considerations, but is proxied by initial (allocation) conditions.

Several analysts claim that objective criteria exist. From a normative standpoint, 
only a “No Harm” criterion applied to all countries would qualify, since it is 
consistent with the concept of Pareto improvement. From a positive economic
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standpoint, other analysts have suggested that some criteria are more likely to be 
acceptable than others to a majority of nations, and are therefore more likely to 
lead to global agreement. However, their acceptability seems to be more dependent 
on notions o f equity than some natural or inherent characteristics (e.g., most o f the 
acceptability criteria call for some favorable treatment for developing countries). 
Even the numerous “differentiation” proposals now on the table are either a matter 
of individual country self-interest or appeals to fairness, while trying to avoid the 
use o f the latter term. Thus, as with most other areas o f economics, there are few 
criteria free of value judgments.8

4. Model Specification

The model framework we use to examine the international welfare implications of 
alternative distributional criteria is nonlinear programming. Actually, two versions 
o f the model are needed to perform the analysis given the operational distinctions 
between allocation-based and outcome-based criteria. In the former, we set the 
permit allocations for each country according to the equity criterion being simulated 
and solve for permit trades and net benefits or net costs (when benefits are not 
evaluated). In the latter case, we set the net benefit or net cost levels for each 
country according to the equity criterion being simulated and solve for the initial 
permit allocations and permit trades.

To facilitate the exposition, we will present the models in a cost-effectiveness 
context. This also reflects the current state o f most o f the serious policy pronounce-
ments on the issue, given the difficulty o f identifying an optimal level o f emission 
reductions (in terms o f maximizing net benefits). In effect, we take a global tar-
get o f emission reductions as given and minimize the cost of achieving it across 
countries. Thus, the objective function of our model can be specified as:

n

minimize T C  =  ^
1

i ) + R i '
■Ei ( 1)

where

T C  =  total global abatement cost (endogenous)

Ri =  percentage abatement for country i (endogenous) 0 <  Ri <  1 

Ei =  gross (unabated) CO2 emission (in tons) for country i (exogenous) 

cti =  slope parameter o f abatement cost function for country i (exogenous)

Our illustrative abatement cost function yields a marginal cost function of the 
form: - ln ( l  -  Ri)/ai. For positive a t, the function exhibits positive and increas-
ing marginal cost as percentage abatement increases, consistent with theoretical 
expectations and empirical findings on diminishing returns for pollution control.
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A . A l l o c a t io n -B a s e d  M o d e l

For allocation-based criteria, we minimize the sum of global abatement costs, T C , 
subject to the following constraints:

(l -  R i)E i -  Pi < Pi i — 1 . . .  n  (2a)

=  0 (2b)
i = 1

where

Pi = permit allocation (in tons) for country i (exogenous)
Pi =  permit purchases or sales (in tons) for country i (exogenous) 

and other variables are as previously defined.

Equation (2a) enables us to examine the consequences o f alternative permit allo-
cations on mitigation levels and costs. The constraint requires that each country’s 
initial stock o f permits, as designated by a permit distribution criterion (equity- 
based or otherwise), be greater than or equal to its gross annual CO2 emissions 
minus emissions abated minus emission permits bought or sold. Suppose, for exam-
ple, that a treaty is based on the Sovereignty criterion requiring abatement of each 
country’s emissions equal to 20%; this defines a permit distribution of 80% of each 
country’s gross emissions, E , . Relative marginal abatement costs would determine 
each country’s decision to add additional permits to its stock and abate less than 
20% or to sell permits from its stock and abate more than 20% of initial emissions.

In equation (2a), we specify individual permit allocations, Pi, and the model 
solves for the individual country abatement percentage, Ri, and permit trades, Pi, 
so as to minimize the sum of global abatement costs. The model equalizes the 
marginal abatement costs of all nations at a level equal to the equilibrium permit 
price, which it calculates as well. Equation (2b) requires permit purchases to equal 
permit sales (negative values of Pi).

Major features of the solution to this problem (and the outcome-based model 
below) are invariant to the permit distribution. Consistent with the Coase Theorem, 
different distributions of a fixed, global permit supply should not affect the global 
permit price, the i th country’s optimal percentage abatement nor each country’s 
post-trading stock o f permits.9 Alternative initial distributions o f permits do affect 
the number of permits bought and sold by each country and individual country net 
benefits. All of these considerations will be illustrated by the analysis below.

B. O u t c o m e -B a s e d  M o d e l

In order to examine the implications of equity criteria that distinguish between 
alternative welfare outcomes, we must solve an alternative model with the following 
constraints (again minimizing total costs o f abatement, as denoted in equation (1):
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\ R  \ n R - R ]  _ [ ( l - JRi ) - l n ( l - . R i ) + . R i l .
------ - ------- . ( j  -  --------------------------------  . (pa)

P i J l o ti J

Ei +  A Pi =  N B i  i = 1 . . .  n

Pi + Ri • Ei + P( >Ei i = 1 . . .  n (3b)

=  (3c)
i =  1 i=l

E ^ i - 0  (2b)
1=1

where

R  = percentage global abatement (exogenous)
G =  global emissions (exogenous)
A =  equilibrium (shadow) price of permits (endogenous)
N B i  = level of net benefit (welfare change) for country % (exogenous)
/3i = slope parameter of benefit function for country i (exogenous)
and the other variables are as previously defined, though Pi is now endogenous.

The first constraint refers to the specification of the net benefit for each coun-
try, with the constants on the right-hand side determined by the equity criterion 
to be modeled.10 For example, the Horizontal Equity criterion requires that the 
constraint be the same proportion of GDP for all countries. Our illustrative total 
benefit function yields the marginal benefit function: In R/Pi.  For negative values 
of Pi, marginal benefits are positive but decreasing as the global percentage abate-
ment increases, consistent with theoretical expectations and empirical findings of 
declining marginal benefits from pollution control.

Equation (3b) is a rearrangement o f equation (2a) to reflect a difference in 
endogenous and exogenous variables, and requires that each country’s initial permit 
stock (solved for endogenously in this case) plus abatement level plus permit 
purchases or sales be greater than or equal to annual gross CO2 emissions for each 
country. The equilibrium permit price (dual variable A), is related to equation (3b), 
as well as to equation (2a). Equation (3c) ensures the number of permits allocated is 
consistent with the global optimum or cost-effectiveness target. The model solves 
for the benefits, costs, abatement percentages, emission levels, permit trades, and 
permit assignments for each country.11 This model formulation is consistent with 
the properties of the Coase Theorem as w ell.12

Table III combines the discussion o f this section and the previous one. It contains 
the mathematical specification of equity criteria as constraints of our programming
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Table III. Constraint specification for non-linear programming models

Permit distribution criterion Allocation or outcome constraint^6

Sovereignty P i =  ( l - R ) E i

Egalitarian p. _  PoPi p 
r% ~~ Pop

Ability to Payb % =  ( § £ £  Y  7 > h G D P ; > G D P „ *

Horizontal Equity
(total population reference base)

NBi =  a G D P i  where a  =  =  £ § f r

Horizontal Equity
(per capita GDP reference base)

NBi =  faNB where ft  =  ^

Vertical Equity0* ^ > U G D P ;  >  G D P -

Compensation6 NBi > 0

Consensus 0 < 5 < 1

Market Justice6 Pi  =  0; X P t >  0

“Symbols are defined in text (symbols without subscripts represent totals summed over indi-
vidual countries, i).
bCriteria are specified in terms of the most general case, where benefits of mitigation are includ-
ed. Modifications are needed for some cases that include only costs.
CGDP* = GDPi/Popi
dFor cases where only net costs, NC, are considered (i.e., benefits are omitted):
N C j / G D P j  _  / G D P * \ 7  
N C i / G D P i  ~  ^  G D P *  )  ‘

6For a further discussion, see endnote 13.

model. We contend that most other distribution criteria can be specified in a similar, 
if not equivalent, manner.13

5. Simulation Results

Our simulations are based on an adaptation of the Berlin Mandate analysis of 
Edmonds et al. (1995) and Richels et al. (1996). These analyses call for a return to 
Year 1990 baseline emission levels globally by the Year 2000, reduction of emis-
sions by 20% below 1990 levels by the Year 2010, and a stabilization of emissions 
at that level through the Year 2050. Although these targets are set globally, the entire 
mitigation cost burden is, however, to be borne by OECD countries. We utilize the 
individual country emission projections and global mitigation requirement of the 
Berlin Mandate analyses as a starting point, but apply alternative burden-sharing 
criteria that extend to all nations, though grouped into nine major world regions.
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Note that the criteria we simulate have been chosen to illustrate several important 
policy-making considerations, and our analysis should not be taken as any special 
endorsement of them over other criteria . 14

The basic data we used are contained in Appendix Table A. The table also 
presents the equilibrium permit price and global emission reduction requirements 
for milestone years. The reason the global emission reductions do not increase 
over the time horizon is the tapering off o f gross emissions because o f slow downs 
in population and economic growth, as well as autonomous energy efficiency 
improvements (AEEI).

The data in Appendix Table A, mitigation cost estimates, and optimal trading 
analyses are based on the MiniCAM 2.0 model as described in Edmonds et al. 
(1996a). We employ the anthropogenic emissions component o f the model, which is 
a combination o f the original Edmonds-Reilly-Bams model (Edmonds and Reilly, 
1985; Reilly et al., 1987; Edmonds and Bams, 1992) and the agriculture-land- 
use module (Edmonds et al., 1996). The MiniCAM 2.0 model is a long-term, 
global, recursive, eneigy-agriculture-land-use-economy model with 1 1  regions, 
solving at 15-year time steps, for the period 1990 to 2095, and endogenously 
clearing global energy, agriculture, and land-use markets in an internally consistent 
manner. The model produces outputs o f GNP, energy production, transformation, 
and distribution; agricultural, livestock, forest, and commercial biomass energy 
production, and land allocation, and computes emissions o f greenhouse related 
gases including: CO2 , CO, CH4 , N2 O, NOx, and SO2 , by region and year. Reference 
case emissions reflect the central case developed by the Intergovernmental Panel 
on Climate Change (IPCC), IS92a (Leggett et al., 1992), which employed a version 
of the Edmonds-Reilly-Bams model.

Annual greenhouse related emissions depend on a suite o f factors operating 
through supply and demand functions, including population, technology, factor 
productivity, and policy instruments. In permit trading regimes, we assume a global 
market for permits whose cost is borne by the purchaser and whose revenues are 
received by the seller. We explore a carbon emission market explicitly, ignoring in 
this paper the additional complexity o f a comprehensive approach to greenhouse 
emission trading. The m odel’s decision-makers undertake mitigation efforts up to 
the point at which marginal costs become equal to the permit price. Total direct cost 
is computed as the integral over all incremental mitigation efforts. Net costs are 
computed, as per Edmonds et al. (1995), as the sum of transfer payments associated 
with permit sales and purchases plus direct mitigation costs.

Countries having marginal mitigation costs greater than or equal to the world 
market price of permits will buy permits, and some countries having mitigation 
costs less than this price will sell them.
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So v e r e ig n t y  E q u i t y

To simulate the Sovereignty criterion, we allocate permits at the level of 1 minus 
the abatement percentage (as listed in Appendix Table A) times each country’s 
gross CO2 emissions. The results are presented in Table IV. For example, for the 
Year 2005, the cost of CO2 abatement for each world region after trading is listed in 
the first data column. Eastern Europe and the Former Soviet Union (EEFSU) incur 
the highest equilibrium mitigation costs, with the global total being $30.6 billion; 
still, this figure is several billion dollars less than the cost of an inflexible quota 
system (see also Rose and Stevens, 1993, 1998). The emission trading associated 
with this permit distribution rule is presented in column 2, where positive entries 
denote purchases and negative entries (subtractions from costs) denote sales. Note 
that purchases and sales cancel out so that the sum of the trading column is $0.0, 
and the net costs are equal to the total optimal mitigation cost level of $30.6 billion. 
Under this criterion, the U.S., Canada and Western Europe, and the Middle East 
are buyers, and all other countries are sellers. On net (column 3), the U.S. suffers 
the greatest cost impact -  $8.2 billion on an annual basis -  though China suffers the 
largest burden in relation to GDP (0.33%). The global present discounted value for 
the entire 15-year period (2005-2019) is $150.3 billion, as presented in column 4.

The situation changes for the beginning of the second time period, the Year 
2020, as indicated in the second partition of Table IV. Most notable is the large 
increase in equilibrium abatement cost for the EEFSU and the fact that developing 
regions such as Latin America and Africa are permit buyers. Total equilibrium 
mitigation costs rise to $40.9 billion in the Year 2020, and again the U.S. incurs 
the largest cost burden in absolute terms. Also, net costs are greater for all nine 
regions in the Year 2020 than in 2005.

Due to technological advances, global equilibrium mitigation costs decrease in 
the Year 2035 relative to the Year 2020. However, these costs increase significantly 
for the EEFSU because technological advances are more slowly forthcoming in 
this region. As shown in the third partition of Table IV, in the year 2035, Canada 
and Western Europe now become permit sellers, since their emissions have reduced 
significantly and their mitigation costs have as well. In this last milestone year of 
the analysis, the largest cost burden falls on the EEFSU and China, followed by 
the U.S. As in other years, the net burden is lowest for the Middle East, Latin 
America, and “Other” OECD countries. Note also the steady rise in the mitigation 
cost burden for Africa over the three time periods due to its projected economic 
growth and slower potential to lower mitigation costs. The world total present 
discounted value of mitigation costs for the period 2035-2049 are lower than those 
for the period 2005-2019 because of the heavier discounting effect.15

E g a l i t a r i a n  E q u i t y

In the Egalitarian case, the global supply of permits is distributed according to 
projected population levels in each country/region. In this case, everyone on the
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planet implicitly receives one (ton carbon) permit per year, roughly equivalent in 
value to US $50 per year per capita in 2005. The results are presented in Table
V. Again, the equilibrium abatement cost for each world region is presented in 
column 1; moreover, the cost figures in Table V are the same as the cost figures in 
Table IV, as well as for the results of all other criteria. This follows from the Coase 
Theorem, which stipulates that the assignment o f tradeable permits will result in a 
uniquely efficient outcome, regardless of how the permits are distributed.

The distribution of permits does affect the amount o f permit trading by each 
region, as shown in column 2. For the Egalitarian criterion, we see that all the 
industrialized countries are buyers, and that all the developing countries are sellers. 
The permit allocation to developing countries are so high that all but the Middle 
East have negative net cost impacts, i.e., positive gains (see column 3). The U.S. 
takes on the greatest cost burden, and Southeast Asia, which contains especially 
populous countries such as India and Indonesia, receives the greatest net gain. Total 
net cost are again $30.6 billion, however, and the present discounted value for the 
initial period is again $150.3 billion.

The outcome for the second period is similar to that of the first, except that 
EEFSU are projected to incur the largest net cost, $80.7 billion. The rank order of 
net gains and losses is the same for the third period, though the gains for China fall 
significantly as population growth slows.

H o r i z o n t a l  E q u i t y

The results for the Horizontal Equity criterion (for the total GDP version) are 
presented in Table VI. We reiterate that this is an outcome-based criterion, so that 
net costs are required to be an equal proportion of GDP for all countries, or 0.1% 
($30.6 billion -f- $30,916 billion), for example, in the Year 2005. Permit allocations 
are derived from this constraint and, in the Year 2005, call for OECD countries 
and the Middle East to buy permits and EEFSU, China, Africa, Latin American, 
and Southeast Asia to sell permits. Again, the U.S. suffers the largest absolute cost 
burden.

The situation changes only slightly in the Year 2020, with Latin America and 
Africa shifting from the permit selling to the permit buying side. Moreover, the 
change is even less significant for the Year 2035, when Latin America switches 
back to being a seller. The individual country net cost burden ranking over the 
entire time horizon hardly changes, since the relative ranking o f GDPs is projected 
to change very little.

V e r t i c a l  E q u i t y

The results o f the Vertical Equity criterion (on a per capita GDP basis) are pre-
sented in Table VII. These results differ somewhat from the Horizontal Equity 
results. The major differences are the significantly greater burden for Other OECD
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countries (e.g., Japan) and for the Middle East, and the significantly lower burden 
for Canada/Westem Europe and EEFSU, as well as most developing countries, 
especially Southeast Asia. Also, the sets of permit buyers and sellers differ between 
the two criteria.16

The results of the Vertical Equity criterion (on a GDP basis) are not presented 
in detail, but they do resemble features of both the Horizontal Equity and Vertical 
Equity (per capita) criterion results. The rank order of burdens for the various 
regions is about the same as the former, but, as expected, the variance of the 
burdens is significantly greater, more closely resembling the latter. The major 
permit buyers and sellers are the same between the Horizontal and Vertical (GDP) 
cases, with a few minor sellers in the former becoming buyers in the latter. Also, 
the same countries are permit buyers and sellers for the two Vertical Equity cases 
in the Year 2005, though the results begin to differ in the Years 2020 and 2035, 
when, for the total GDP case, Canada and Western Europe remain permit buyers.17

Con se n su s  Eq u it y

The results of the simulation of Consensus Equity, where equal weight is given to 
population and GDP, are presented in Table VIII. These results differ significantly 
from the Horizontal and Vertical Equity criteria, and, as would be expected, are 
closer to the Egalitarian Equity results presented in Table V. The major difference is 
that the EEFSU grouping is projected to take the greatest hit, and China is projected 
to suffer a positive net cost burden for the Consensus case. Moreover, by the Year 
2035, nearly all OECD country groupings are projected to incur a negative cost 
burden (i.e., a financial gain).

The results differ significantly for the case where GDP is given a weight of 
0.75 (not shown). Here, by the Year 2020, the U.S. is projected to have a negative 
net cost burden, and by the Year 2035, China is projected to incur higher net costs 
than any other country. The results for a Consensus Equity simulation where GDP 
is given a weight of 0.25 (also not shown) move in the opposite direction, with 
the U.S. having the second highest net cost burden, and China having negative net 
costs through the Year 2020.

6. Conclusion

This paper has provided an in-depth analysis of several alternative arrangements 
for the international sharing of benefits and costs o f greenhouse gas mitigation. We 
have presented a non-linear programming model capable of simulating allocation- 
based, outcome-based, and some aspects o f process-based equity criteria. We have 
specified these criteria formally and shown that several other approaches to burden-
sharing, often labeled as “objective” or “acceptable,” may appear to be philosophi-
cally distinct from equity criteria on the surface, but are mathematically equivalent 
and therefore have the same welfare outcomes. Our simulations show that the
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net costs of mitigation for several criteria were very similar (e.g., Sovereignty, 
Horizontal, and Vertical Equity, and therefore also for differentiation rules such as 
Grandfathering, No Harm, and No Income Divergence). However, some seemingly 
reasonable criteria have rather extreme outcomes (e.g., Egalitarian, and Consensus 
Equity).

Our model can be applied to any burden-sharing or benefit-sharing rules that can 
be mathematically specified. There is an increasing need for such a framework as 
the number of differentiation proposals emanating from the group of industrialized 
countries increases nearing COP-3, and especially as we look beyond to a time 
when it will be imperative to have developing countries as part of an agreement 
that requires them to mitigate greenhouse gases as well.
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Notes

1. E quity  in this paper refers to distributional justice of emission permit trading, the redistribution 
of carbon taxes, or unilateral transfers across countries, i.e., in tern a tion al equity. This differs 
from in tergen era tion al eq u ity , which is another major consideration in global warming policy. It 
is the authors’ contention that these two types of equity can be analyzed separately.

2. The First Conference of the Parties in Berlin in 1994 (COP-1) established the basis of such an 
agreement (known as the “Berlin Mandate”). Commitments by industrialized countries are the 
focus of most ongoing analyses by the Intergovernmental Panel on Climate Change (IPCC) and 
individual researchers (see, e.g., Stanford Energy Modeling Forum, 1997).

3. Differentiation is defined more narrowly in FCCC (1996) as follows: “That some Annex I parties 
or groups of parties would have commitments that are different from those of other Annex I 
parties or groups of parties.” Essentially this is a way of requesting special treatment with respect 
to the GHG mitigation commitment by attempting to use a term intended to be more neutral than 
equity. For Annex I countries equity is a two-edged sword -  the relative gains from differentiation 
on the up-side are likely to be small in comparison to the loss of position with the respect to the 
more numerous developing countries on the down-side.

4. This is also true of other recent work on the subject, which includes: d’Arge (1989), Chapman 
and Drennen (1990), Rose (1990, 1992), Toman and Burtraw (1991), Grubb and Sebenius 
(1991), Richards (1991), Solomon and Ahuja (1991), Kvemdokk (1993), Eyckmans et al. (1993), 
Chichilnisky et al. (1993), Musgrave (1994), and Chao and Peck (1996). All of these studies 
have at least one of the following limitations: examination of only a single equity criterion, 
examination of “rules of thumb” (e.g., population, land area) rather than equity criteria, analysis 
at a theoretical level only, or use of hypothetical data. Exceptions are some of the papers reviewed 
in this section and Eyckmans et al. (1993).

5. There are alternative equity criteria we did not include in our list. For example, Kneese and 
Schulze (1985) define various ethical systems, some of which overlap with our criteria. They 
also provide an excellent discussion of a non-humanistic environmental ethic, but not to the point
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where it can be operationalized. Eyckmans et al. (1993) present an axiomatic framework for 
equity analysis that differs from ours as well.

6 . We emphasize the difference between the aforementioned formal equity criteria and the use of ref-
erence b a se s , which are merely implementation indices (see Rose, 1992). Examples of reference 
bases are GDP, population, energy use, emissions, and land area; some have an obvious equity 
criterion counterpart (e.g., population), others apply to more than one criterion (e.g., emissions), 
and still others have in fact no obvious equity counterpart (land area). Reference bases do have the 
desirable properties of focal points, a term Schelling (1960) coined to represent a key facilitating 
feature of negotiation processes. Toman and Burtraw (1991; p. 12) suggest that “negotiators will 
seek out rules of thumb.. . , ” but also note that because of strategic considerations, it is unlikely 
that “. . .  simple rules of thumb alone can successfully guide the negotiation process.” They go 
on to state: “Thus strategic and procedural aspects of negotiation can be viewed as essential to 
the evolution of a commonly shared standard of equity that must accompany an international 
agreement. Morrisette and Plantinga (1991; p. 6 ) have likewise stated: “Success, however, will 
depend on how the different stakes of nations can be dealt with in the negotiation process in 
an equitable manner.” We thus ascribe primacy to equity principles. If global warming were an 
uncomplex issue that could be settled in a short time, we would endorse the more pragmatic 
“rule of thumb” approach. Since the issue is complex, negotiations likely to take years, and to go 
through several stages, it is important to have a solid foundation. It is likely that equity principles 
will need to be thoroughly articulated and their full implications understood before a lasting 
agreement can be reached.

Also, our criteria deal with static aspects of equity. In addition to the literature on intergener- 
ational equity aspects of global warming, there are other dynamic considerations relating to the 
responsibility for cumulative build-up and the opportunity cost of future foregone development. 
We contend that these can be addressed, to a great extent, by using historical or future emissions 
as a reference base (see Rose and Stevens, 1993, 1998).

7. The compensation aspects of this criterion can be thought of as related to the Hicks-Kaldor test, 
which is only an endorsement of potential compensation. The matter of actual compensation is 
left to the policy-maker, and is always characterized as an equity decision.

8 . We should acknowledge some additional aspects of arbitrariness of the criteria put forth. One 
of these is “partition dependence,” which refers to the fact that applications of a given criterion 
are not unique but may depend on the grouping involved. (We thank one of the reviewers for 
calling this to our attention.) For example, for the case of Vertical Equity, the distribution of 
permits would be altered if we treat, say, Western Europe and Canada as one entity or split this 
grouping in two (or further divided Western Europe). We agree, but suggest this may not be 
as serious a problem in actual policy-making applications. First, one can readily conceive of 
applying Vertical Equity to all the individual countries entering into an agreement, rather than to 
regional groupings. Therefore, the individual country application may be considered a superior 
partition. (Our example below is only intended to be illustrative of the general principle.) Second, 
even if one concedes the variations associated with the Vertical Equity criterion on this basis, 
is this sufficient to reject it from consideration? The principle is a hallmark of even traditional 
Welfare Economics, is widely applied in policy-making in general, and, as Table II indicates, is 
often at the core of so-called objective criteria for global warming policy.

9. Applied to our context, the Coase Theorem means that efficient abatement of CO2 is independent 
of the distribution of a fixed global supply of emission permits among countries, assuming the 
absence of significant transactions costs and income effects. We believe these assumptions are 
reasonable. Tietenberg (1992) has made a good case for the absence of market power in a global 
CO2 permits market. The empirical analysis in this paper, as well as Chao and Peck (1997), 
suggests that income effects from nearly all recommended permit distributions are likely to be 
small (typically less than 1% of GDP), and for practical purposes can be ignored. Note this is also 
below the current annual level of foreign aid transfers and below the World Bank’s recommended 
target of 0.75% of GDP for donor countries. Most of those who have examined marketable GHG 
permits believe the costs of finding a buyer or seller and concluding a sale are likely to be an 
infinitesimal fraction of the tens of billions of dollars of projected permit transactions (see, e.g., 
Tietenberg, 1992). Negotiating a greenhouse gas treaty will not be easy, and voluntary exchange
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may still fail to eliminate all of the Pareto-relevant portion of the greenhouse externality. Inability 
to forge an agreement, however, is not due to monetary transactions costs but rather to factors 
such as differing views of the problem and cultural attitudes that are stumbling blocks to an 
international treaty (transactions costs is a misnomer here).

10. As will be shown below in Table III, the calculation of individual country net benefits can be 
accomplished by the mathematical specification of permit distribution criteria. However, in most 
cases, it is necessary to know g lo b a l net benefits first. This is a straightforward calculation with 
the information already discussed. The global marginal cost function is the horizontal summation 
of individual country marginal cost functions, and the global marginal benefit function is the 
vertical (public good) summation of the individual country marginal benefit functions. Since the 
cost-effectiveness approach stipulates an abatement level exogenously, this is the value of the 
independent variable for both the global benefit and cost function. For the more general global 
efficiency case, this abatement level must be determined endogenously by the maximization of 
net benefits, thus necessitating a formal programming solution. In the cost-effectiveness case 
here, the necessary global net benefits can be computed by a side-calculation. An equation such 
as (3a) is needed to calculate individual country net benefits in the allocation model as well. 
It can simply be treated as a side-calculation, once the values of R i  and P i are determined, or 
the equation can be added to the equation set (2 a) through (2 c), with the net benefit constant 
transformed into a variable.

11. Once the least-cost abatement levels for individual countries have been determined, both 
allocation-based and outcome-based permit distributions can be analyzed with a simple spread-
sheet program. Another approach to simple distribution cases is a simultaneous equation system 
solution (see, e.g., Bohm and Larsen, 1994). We have chosen the details of a more elaborate 
programming model, which will be needed for the more complex analyses of real world prob-
lems, including additional constraints and the mitigation of more than one greenhouse gas (when 
mitigation is joint-product).

12. A controversy has recently arisen over whether uniform permit prices and the equalization of 
marginal abatement costs between nations will lead to a Pareto optimal or even cost-effective 
allocation of resources given the public good character of GHG abatement, which some suggest 
requires a Lindahl (multiple price) equilibrium (cf., Chichilnisky and Heal, 1993, 1994; and 
Chao and Peck, 1997). The Chichilnisky-Heal approach is to assume different marginal utilities of 
income across countries and to analyze the problem using Negishi weights, the typical implication 
of which is to automatically allocate a relatively larger share of permits to developing countries. 
We believe our approach does a better job of separating efficiency and equity considerations in 
general, and of allowing for a wide variety of equity principles in particular.

13. We acknowledge that there is considerable ambiguity and arbitrariness inherent in some of the 
equity criteria and their specification. For example, Horizontal Equity can be interpreted in terms 
of both total GDP and per capita GDP reference bases. The same is true of Vertical Equity, though 
most applications of the principle have been in the per capita version (consider, for example, 
the difference between the two versions for the Middle East). In addition, our example of the 
Consensus criterion is arbitrary and essentially invokes an outcome-based proxy for a process. 
One of the reviewers has questioned the legitimacy of the Market Justice criterion, but there is 
extensive belief among economists and political scientists that the market is inherently fair. This 
is the prevailing attitude in conservative approaches to the New Welfare Economics and by other 
social scientists (see, e.g., Lane, 1986). Note that we have listed this approach also because of its 
congruence with a global carbon tax. For this criterion, all permits are auctioned off (hence, the 
designation A P i >  0 in Table III, indicating that no country receives any permits, or entitlements, 
for free). The optimal permit purchases would be equivalent to the optimal response to a carbon 
tax, and hence carbon tax revenues. But this still begs the question of which equity rule might 
be used to redistribute the global carbon tax revenues or permit auction revenues. In these cases, 
yet another equity or differentiation rule would need to come into play. The Compensation 
principle is also indeterminate with use of the formal model alone because it begs the question of 
which countries should pay the compensation. Finally, we have not included the Rawls Maximin 
criterion in Table III because of the difficulty of its specification. One interpretation would be 
that the poorest of developing countries (those officially designated as LDCs) would be favored,
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and therefore this criterion would be similar to the “No Purchase” rule (rather than a “No Harm” 
criterion because Rawls is not a “Welfarist”), but there is little guidance on how the burden would 
be shared among other countries.

14. In the analyses of the Berlin Mandate case, simulations were run that: a) required unilateral 
compliance by Annex I countries alone and b) a type of “joint implementation” in which non- 
Annex I countries are allotted emission permits equal to their projected baseline levels, which 
they can then sell to OECD countries. However, because energy markets in the model are global, 
the emission reductions in the OECD will have an effect on emissions in non-OECD regions, even 
when they are not participating. These deviations were not large, so that we have abstracted from 
them and used ordinary baseline projections. The situation does, however, indicate the difficulty 
of establishing policies independent of implications for developing countries. That is, even the 
Berlin Mandate case is likely to require adjustments for developing countries that involve at least 
an implicit equity consideration.

15. Note that mitigation costs before trading are not shown, but are available from the authors upon 
request. Also, the present analysis does not include benefits associated with mitigation. Though 
this is potentially an important consideration, we omitted it because of the tenuous nature of 
benefit estimates. The reader is referred to Rose and Stevens (1993) for an analysis that includes 
benefits; in that study, the optimal level of CO2 abatement, i.e., one that maximizes net benefits, 
was 14.9% of baseline emissions in the Year 2000.

16. The Vertical Equity criterion (as well as Ability to Pay) would not be partition dependent if they 
were implemented on a per capita basis. Moreover, an example worked out by one of the referees 
for Vertical Equity indicates the results would not change much.

17. Note that the Vertical Equity results resemble an outcome-based version of the “No Harm to 
Developing Countries” rule. This has become a very popular policy proposal recently because it 
is viewed as an excellent strategy for obtaining developing country involvement in a truly global 
agreement in the aftermath of Kyoto.

Appendix

Table A. reference bases for marketable permit distributions

Gross emissions0 Gross domestic product6 Population0
Region 2005 2020 2035 2005 2020 2035 2005 2020 2035

United States 1,721 1,934 2,068 9,617 13,171 16,124 275 295 299
Canada & W. Europe 1,089 1,234 1,294 7,066 9,564 12,042 460 470 467
Other OECD 441 496 499 3,852 5,601 6,982 160 164 163
EEFSU 1,695 2,341 2,638 4,118 6,542 8,732 462 487 505
China 950 1,545 2,229 1,175 2,533 4,438 1,467 1,657 1,776
Middle East 214 343 526 1,303 2,443 3,981 205 297 384
Africa 256 448 738 771 1,549 2,794 1,013 1,444 1,862
Latin America 351 523 743 1,360 2,232 3,433 565 672 751
S.E. Asia 736 1,268 2,024 1,654 3,212 5,660 2,039 2,487 2,853
Total 7,453 10,132 12,759 30,916 46,847 61,186 6,646 7,973 9,060

Global Abatement (%) 15.7 16.5 14.6
Permit Price ($) 50 50 38

°In gigatons of carbon. 6In billions of 1992 constant U.S. dollars. cIn millions of persons.
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Abstract

Whether developed countries should make unilateral technology transfers to developing 
countries in order to address global environment problems is debatable. This paper 
discusses the issue in a framework that recognizing nations’ joint production of environ-
mental externalities. Unlike the existing literature on unilateral transfers, this paper presents 
a North-South environmental-economic optimal growth model that allows transfers to 
mitigate externalities only. The paper derives criteria that would make such transfers 
feasible. By solving the transfer problem in a modified RICE model [Nordhaus, W.D., 
Yang, Z., 1996. A regional dynamic general equilibrium model of alternative climate 
change strategies, Am. Econ. Rev., 86 (4) 741-65], this paper also provides information on 
ihe timing and the amount of unilateral transfers from North to South to address potential 
global warming problem, one major global environmental externality. A policy implication 
from this study is that moderate employment of unilateral transfers would benefit North 
along with the world as a whole. © 1999 Elsevier Science B.V. All rights reserved.
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1. Introduction

The international community has been keenly aware of the urgency of such 
global environmental issues as global warming, ozone-layer depletion, and species’ 
endangerment. The June 1992 international environmental summit held in Rio de 
Janeiro, Brazil, reflected such awareness. Among the possible policy responses to 
global environmental issues, one of the foremost in importance is a call for 
international cooperation and joint partnerships to cope with global environmental 
problems. The 1987 Montreal Protocol on Substances that Deplete the Ozone 
Layer, signed by major countries, is one successful example of international 
cooperation in solving global environmental problems. The 1992 United Nations 
Berlin Conference and 1997 Kyoto Conference on global climate change offered 
for the evidence that the international community can work toward cooperatively 
addressing global climate change— an environmental externality on a scale much 
larger than any other.

Even before the Rio summit, politicians from developing countries had ap-
pealed to leaders of industrialized nations for unilateral transfers of technology and 
capital from developed countries ( ‘the North’) to developing countries ( ‘the 
South’) as a tangible form of international cooperation. Some western economists 
have also proposed, in discussions of policy responses to potential global warm-
ing, that a portion of carbon tax revenue should be used to fund environmental 
projects in developing countries (Schelling, 1991).

Following World War II, industrialized nations transferred vast sums to devel-
oping countries for political, economic, and humanitarian reasons. Nonetheless, 
the sufficiency of developed countries’ concern for global environmental issues to 
motivate the continued flow of substantial funds flowing from North to South—  
private or public— is still in question.

In a policy regime of international cooperation to deal with global environmen-
tal issues, if industrialized nations willingly finance the amelioration of environ-
mental deterioration elsewhere, the motivation behind the transfers could be 
anything but philanthropic. One major incentive for such unilateral transfers is 
economic: once such unilateral transfers are made, developed countries’ welfare 
improves. 1

In many large-scale modeling endeavors relating to global climate change 
issues, the international monetary transfers in joint implementation schemes

1 The term ‘unilateral transfer’ in this paper differs slightly from its usual meaning. W hile a 
recipient is not required to repay monetary inflows, as ‘unilateral transfer’ generally implies, the 
recipient must use the money for environmental improvement. Therefore, commodities flowing as a 
result of such transfers are necessarily environmental preservation technologies. Such technological 
transfers have other terminologies in policy discussions of climate change, as subsequent sections of 
this paper will show.
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(sometimes called ‘side payments’ and ‘tax recycling’) serve as major instruments 
for policy analysis. Two models developed early that have addressed transfer 
issues are Global 2100, developed by Manne and Richels (1992), and GREEN, 
developed by the economists of OECD (1992). More recently, the EPPA model, 
developed by MIT’s Joint Program on the Science and Policy of Global Change 
(Yang et al., 1996) has also been employed to examine transfer issues. And 
several other large-scale models on climate change are now available, as well, for 
such studies. For a detailed survey of these models, see the work of Weyant et al. 
(1996). The literature on various aspects of unilateral transfers in dealing with 
global environmental issues is extensive. Most studies do not focus on particular 
large-scale models, but instead provide insights on many theoretical and empirical 
issues related to transfer problems. For example, Hoel (1991) discusses the 
problem of unilateral actions taken by one country to deal with global environmen-
tal issues; Bohm (1994) raises joint implementation as a possible international 
policy response to climate change; Kvemdok (1995) and Rose et al. (1997) 
examine distribution issues such as burden-sharing schemes in international coop-
eration to deal with climate change; Wirl (1994) also probes several of the 
aforementioned issues via a game theoretic approach.

In this paper, I formulate the problem of unilateral transfers in a North-South 
optimal growth model with cumulative environmental externalities,2 and analyze 
conditions under which such transfers might be feasible. Unlike the conventional 
formulation of unilateral monetary transfers which allows transfers to be used for 
anything, the explicit assumption here is that such transfers do not contribute 
directly to the GNP of southern nation: money from the North goes only toward 
purchasing technology to reduce externalities in the South, so that, essentially, 
unilateral transfers are restricted to ameliorating environmental externalities. This 
feature is integrated into a modified version of the RICE (Regional Integrated 
Model of Climate and the Economy) model, developed by Nordhaus and Yang 
(1996), a dynamic general equilibrium model focusing on climate externalities. 
The timing and volume of unilateral transfers as the North’s policy response to 
potential global warming, one of the most important environmental dilemmas 
facing the international community, are derived in the modified RICE model.

The remainder of this paper is organized as follows: Section 2 introduces a 
North-South optimal growth model involving cumulative environmental externali-
ties with unilateral transfer features. Section 3 incorporates the unilateral transfer 
mechanism described in Section 2 into the RICE model and presents economic

2 Externalities with similar properties are termed ‘stock externalities’ by Brito (1972) and Intriligator 
and Brito (1976) in their discussion of arms race. Such externalities build up over time, their impact 
(positive or negative) depending on their stock at the time of valuation. Implications of stock 
externalities in the context of environmental issues have been discussed by various authors, such as 
Tietenberg (1992).
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analysis of the simulation results from the modified RICE model. Section 4 offers 
concluding remarks.

2. A North-South environmental-economic optimal growth model

2.7. The model

The N orth-South environmental-economic optimal growth model presented 
here assumes a world economy consisting of two regions: North and South. Each 
region produces an aggregate private good, namely, GNP. As a byproduct of the 
production, each region contributes to the build-up of cumulative environmental 
externalities. 3 If the North sacrifices a portion of its consumption or capital 
formation to make unilateral transfers to the South, it can reduce the level of 
externality flows from the South. The model thus can be expressed as a joint 
optimal control problem for both North and South. Appendix A formally presents 
this model, including a key to notations.

In the model, Eqs. (A -l) and (A-8) are intertemporal utility functions of the 
North and the South, respectively; Eqs. (A-2) and (A-9) are these regions’ GNP 
identities; Eqs. (A-3) and (A -10) are their respective aggregate production func-
tions; Eqs. (A-4) and (A - ll)  are the respective capital formation functions; Eq. 
(A-5) is the accumulation process of environmental externality stocks; Eqs. (A-6) 
and (A-7) are flows of environmental externalities in the North and the South, 
respectively. Because the North and South jointly produce environmental external-
ities, Eqs. (A-5), (A-6) and (A-7) appear in the optimal control problems of both 
regions.

In the model, Tr(t)  is the volume of unilateral technological transfer from 
North to South during period t. Unlike the case with conventional unilateral 
transfers, T r(f) here does not directly contribute to southern GNP but instead 
affects only the level of externality flows in the South during period r, namely, 
bs(t). This formulation demonstrates that unilateral transfers’ sole purpose is to 
reduce the stock building of environmental externalities from the South; such 
transfers directly alter neither the pattern of private goods production nor the 
consumption behavior of the South.

The functional forms in the model can be quite flexible; we assume only that all 
functions are twice differentiable. In addition, U and F are concave functions, and 
the following first-order derivatives have the following signs: gj  <  0, g K> 0 , 

f r  ^  f y  ^  0*

3 Cumulative environmental externalities include global climate change and ozone-layer depletion.
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In this model, the South does not control environmental externalities using its 
own money. This assumption reflects a consensus that a nation’s valuation of 
global environmental externalities correlates with its level of economic develop-
ment. While the South might increasingly attend to local pollution problems, this 
region is not as likely as the North to significantly address global environmental 
issues. Within such a framework, the South clearly would not play a strong role in 
unilateral technological transfers. The South could not generate higher externality 
flows than the maximal value of Eq. (A-7) allows. Suppose the South is on an 
optimal production path y s *(f). No unilateral transfers would occur from North 
to South if the North considers the maximal amount of externality created by the 
South, b s , (t) = f ( 0 , Ys ' ( t ) \  to be acceptable.

The whole issue of unilateral technology transfers can therefore be expressed as 
follows: From a northern viewpoint, is it in the best interests of the North to have 
Tr(f) >  0? If so, what is the optimal timing and level of Tr(/)? 4

The discussion below focuses on the behavior of the North, considering bs *(t ) 
to be an exogenous variable fed into the system of the North. Based on this 
assumption, the problem faced by the North, as described in Appendix A, can be 
simplified as follows:

max f XU N( F N( K N( t ) ) - I N( t )  - T r ( t )  -  B ( t ) ) t ~ ^ d t  ( 1)
/ N, T r , r / 0

s.t. k n ( t ) = l N( t ) - 8 lK " ( t )  ( 2)

B( t )  =  h ( j ( t ) , K » ( t ) )  +  G( Tr(f ) , f )  -  a B ( t ) (3)

/ N( t )  > 0 , T r ( f )  > 0 ,  7 ( t )  > 0  

B ( 0 ) = B 0, K n ( 0 ) = K 0n

The optimal control problem of the North, i.e., System (1), has three control 
variables: investment / N(f), unilateral transfers Trft) and domestic mitigation cost 
At) .  System (1) also has two state variables: capital stock K N(t)  and externality 
stock B(t).  In Eq. (3), the contribution to B(t)  by the North is a function of h: the 
North’s own control efforts and capital stocks. On the other hand, the South’s 
contribution to B(t)  is related to G, which is a function o f unilateral transfers from 
the North and an exogenous trend o f southern growth level. Assuming that the 
southern economy is growing, the following derivatives have the signs: /t, <  0 , 

> 0, Gj <  0, G2 > 0 .

4 Similar to this is a social planner’s problem in which unilateral transfers from North to South are 
determined at a socially optimal level (a weighted sum of the welfare of North and South). Because of 
external effects, the two problems are not identical. If TrCr) > 0 in a ‘North-only’ problem, then it is 
true in the ‘global’ problem, providing constraints are the same. The reverse is not necessarily true, 
however. For simplicity, only the ‘North-only’ problem is considered in the present section. Section 3 
compares the two cases in an empirical context.
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2.2. Conditions fo r  Trit) >  0

Despite its simplicity, Problem (1) requires a crucial decision by the North on 
unilateral transfers in the presence of environmental externalities. Because T r(0  
and Ji t )  are perfect substitutes and the flow contributions by the two regions to 
environmental externalities are additive, the efficiency conditions for T r(0  >  0 are 
very easy to obtain.

From the Lagrangian of Problem (1), 5

=  U ( F ( K ( t ) - I ( t )  - T r ( 0 , - J ( t ) ) - B ( t ) ) e - y ‘ + ^ ( t ) ( / ( t )  

- 8 K { t ) )  + iL2( t ) [ h ( J ( t ) , K ( t ) )  + G(Tr( t ) , t )  -  crB(t)]

we can obtain the Euler equations of Problem (1). The following efficiency 
conditions for T r ( f ) > 0  can then be obtained from the Euler equations (see 
Appendix C for proof).

Proposition: A necessary condition for Tr(t)  >  0 is:

G. t Tr ’ O ) , „

= --------------------- m o ----------------------(4 )

holds for the optimal solution of Problem (l) . In particular, the necessary 
condition for the North to curb its contribution to environmental externalities 
(J i t )  >  0) and make transfers to the South (Tr(t)  >  0) concurrently is:

G1(Tr*(r).0=A.(y*(0^*(0) (5)

The sufficient condition for the North to make unilateral transfers only ( J(t) = 0), 
in an extreme case, is:

G , ( r ( 0 . 0 > A . ( r ( 0 . * * ( 0 )  (6)

The economic interpretation of conditions (4), (5) and (6) is simple. The North 
is willing to make unilateral transfers only when a dollar can reduce externalities 
at least as much in the South as in the North at the margin. In Problem (1), the 
decision to make transfers or not depends on the shapes of functions G and h in 
the optimal solutions. Obviously, if G \2 >  0, conditions (4), (5) or (6) are likely to 
be met for a sufficiently large t. Thus, transfers are likely to be made at the end, if

5 For simplicity, superscript N is omitted in the following discussion.
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not at the beginning, of the planning time span. Also, conditions (4), (5) and (6) 
imply that the northern decision on whether to make transfers is not dependent on 
levels of externalities in either North or South. Such a decision is based on how 
effectively transfers can change the level of externalities in the South; the level 
itself may be high or low. This issue brings out a basic assumption in this paper: 
that the unilateral transfer problem is actually a technology transfer problem. If a 
technology can mitigate environmental externalities generated by the South more 
effectively, the monetary transfers representing such a technology should be made 
by the North.

While discussions within the framework of a theoretical, stylized model are 
useful, they are not very helpful in empirical policy analysis, because without 
specifying Problem (1), we cannot provide definite answers to many concrete 
concerns about unilateral transfers and relevant policy issues. Section 3 therefore 
introduces unilateral technology transfers in a modified version of the RICE model 
— an applied model having the major features of generic Problem (1)— discusses 
the issues of unilateral technology transfers in an empirical context.

3. The RICE model with unilateral technological transfers

3.L Background o f the model

The RICE model, developed by Nordhaus and Yang (1996), is an expansion of 
the DICE (the Dynamic Integrated Model of Climate and the Economy) model by 
Nordhaus (1994). The DICE model is an optimal economic growth model of the 
global economy incorporating impacts of global warming and mitigation costs of 
C 02 emission reduction. The RICE model, by dividing the global economy in the 
DICE model into six regions, treats C 0 2 emissions (a major contributor to global 
warming) as public ‘bads,’ or externalities, produced by regions. Each region 
reaches its own optimal C 0 2 emission level by maximizing a social welfare 
function weighted by a set of time-variant Negishi w eights.6 In the RICE model, 
capital flows are allowed in a conventional sense: capital flows into regions’ GNP 
accounts directly and each region must maintain a zero balance of payments at the 
end of the planning horizon.

In the modified RICE model that is introduced in this paper, the six regions in 
the original RICE model are merged into two regions: the North and the South,7

6 For a technical treatment of welfare weights in the RICE model, see Nordhaus and Yang (19961
7 More precisely, ‘the North1 here represents the USA, Japan, and the European Union, while ‘the 

South’ includes the Former Soviet Union, China, and the rest of the world in the original RICE model. 
‘The North1 here is a subset of OECD bloc.
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and no capital flows between regions in a conventional sense. However, unilateral 
transfers from North to South are allowed in a manner similar to that described in 
Section 2. (A complete description of the modified RICE model is in Appendix 
B.)

The modified RICE model is clearly a special case of the generic North-South 
environmental-economic optimal growth model presented in Section 2: In the 
modified RICE model, each region contributes to C 0 2 emissions, El( t ), while 
producing an aggregate product E l(t)  here corresponds to b \ t )  in Section
2. Global C 0 2 emissions are the sum of C 0 2 emissions from both North and 
South and are additive. Atmospheric C 0 2 concentration, M (t ), is similar to B(t) 
in Section 2. Finally, atmospheric temperature T /r ) , a monotonic function of 
M ( t \  affects the utility function negatively. Regions can reduce or even stop C 0 2 
emissions by sacrificing a portion of current consumption and exerting a control 
rate /x '(0  on C 0 2 emissions. The nature of fxl(t)  is similar to J(t)  in Section 2.

A major difference between the modified model described here and the original 
RICE model is that an additional control variable, unilateral transfers, Tr(r), is 
introduced. When T r(t) >  0, the disposable GNP of the North is reduced by 
incurring mitigation costs in Eq. (A-23). TrO) enters the C 0 2 emission function of 
the South Eq. (A -19) and reduces the South’s emissions. Empirically, Tr(t) 
represents the unilateral transfers from North to South, embodied in technologies 
for controlling C 0 2 emissions in the South. The C 0 2 emission function of the 
South Eq. (A -19) is crucial for examining transfer issues. The symmetric expres-
sions of Tr(r) and yccs(r) in Eq. (A-19) imply that indigenous and transferred C 0 2 
reduction technologies are not distinguished here. 8 However, the distributional 
implications of Tr(r) and do differ. When T r ( 0 > 0  and = 0, the
North bears mitigation costs; when TrO) =  0 and /xs(f) >  0, the South bears 
mitigation costs; when both Tr(f) >  0 and f is(t)  >  0, North and South share the 
mitigation costs. From a global social planner’s perspective, C 0 2 emissions from 
the South need to be reduced through Eq. (A-19). The issues in policy-making and 
welfare analysis are whether the North could benefit from scenarios in which 
T rO )> 0 . For a social planner, the relevant question is whether the North, and the 
world as a whole, could benefit from the North’s paying the South for its C 0 2 
emission reductions by transferring mitigation technologies.

Note that the system Eqs. (A -12), (A -13), (A -14), (A -15), (A -16), (A -17), 
(A -18), (A-19), (A-20), (A-21), (A-22), (A-23), (A-24) and (A-25) is a global 
social planner’s problem. In this regime, the optimal control rate in the South, 
jits(r), is not 0, in general. This outcome differs from that defined in Section 2, 
namely, a totally passive South in dealing with global environmental externalities. 
If the social planner thinks the South is too poor to pay, however, zero control by

8 For an aggregate model like the RICE, such a relatively strong assumption is necessary.
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the South may be played out as a feasible ‘second-best’ scenario. Also, the social 
planner can change the relative weights of North and South in the social welfare 
function, which is based on the utilitarian principle, to control the flow of optimal 
transfer amounts. In all of the above cases, the unilateral transfers from North to 
South are higher compared with the problem defined in Section 2 because the 
South would assume a large share of the social welfare function.

To obtain a problem equivalent to the model defined in Section 2, the following 
changes are needed in System (A -12) through (A-25). First, the objective function 
(A-I2) should be a ‘North only’ intertemporal utility function:

where E s(t)  represents C 0 2 emissions from the South, with / i s(r) =  0. Having 
made these changes, the system comprising Eqs. (7) and (8), and Eq. (A -13) 
through Eq. (A-25) (except Eq. (A-21)) presents an optimal control problem of the 
North where the North can decide whether to make transfers based solely on its 
own interests.

3.2. Model calibration and data sources

The base year of the modified RICE model is 1990. The time span of the model 
is 30 periods, with each period representing a decade. For purposes of simulation, 
12 periods (from 1990 to 2100) are reported in this paper for analysis. Such 
treatment balances considerations of computer capacity, policy relevance, and 
numerical accuracy of the solutions. Most parametric specifications in Eqs. 
(A-13), (A -14), (A -15), (A -16), (A-17), (A-18), (A-19), (A-20), (A-21), (A-22), 
(A-23), (A-24) and (A-25) are drawn directly from either Nordhaus (1994) or 
Nordhaus and Yang (1996). Those regionally specific parameters in the original 
RICE model are either aggregated into North and South or treated as weighted 
averages in the modified RICE model.

The only new parameters in the modified RICE model are /3, and /32 which 
appear in the mitigation cost function of the North Eq. (A-24). The unilateral 
technology transfer, TrO), enters the South’s C 0 2 emission function in a symmet-
ric way as the South’s own C 0 2 emission control rate. When T r t»  >  0, the North 
incurs mitigation costs. Setting /32 =  b2M =  b2S, coefficient /3, is calibrated 
according to the following assumption: during the periods of policy implementa-
tion (2000-2100), the average unit costs (dollars per ton of carbon) in the North 
are the same for domestic control and unilateral transfers. This assumption reflects 
the homogeneity of the North’s environmental technology, implementing in the 
North or in the South. Because the aggregate economic activity level in the South

c-w  ,=o v i - “ A 1 _ r r J

In addition, C 0 2 concentration function (A-21) is modified as:

« P N( t )  c N( 0 ' " “ - l ]  
m a x [ /N( c N( 0 )  =  L  -  1 ------- r 1 (7)

M ( t )  = m  +  /3(£N( r )  + £ s( t ) )  + ( l - 5 M) M ( r - l ) (8)



522 Climate Change

76 Z. Yang /R e so u rce  and Energy Economics 21 (1999) 6 7 -8 7

Table 1
The summary of simulation scenarios

Scenarios Control variables Objective function

(i> f i N( t \  T rO ) Social welfare function of North and South

(ii) f/.N( f) Social welfare function of North and South

(iii) Mn W* ^ s ( ') Social welfare function of North and South

(iv) yaN(f), /xs (»), TK f) Social welfare function of North and South

(v) ju .N ( / X  T i( t) W elfare function of North

(vi) W elfare function of North

is higher than that in the North during the periods examined, benchmark value 
coefficient is larger than b x N. 9 A sensitivity analysis has been conducted on 
alternative values of /3, around the benchmark value.

3.3. Simulation results

The following six scenarios have been simulated using the modified RICE 
model to examine North-South transfer issues. Table 1 displays a summary of 
these scenarios.

(i) Maximizing the social welfare function (A -12) with no C 0 2 control efforts 
by the South, the social planner decides on the optimal unilateral transfer path and 
control rate path for the North.

(ii) Maximizing the social welfare function (A -12) with no C 0 2 control efforts 
by the South; the North makes no unilateral transfers. Under these conditions, the 
social planner selects the optimal control rates for the North.

(iii) Maximizing the social welfare function (A -12) with no unilateral transfers 
from North to South, both North and South exert optimal control efforts on C 0 2 
emissions.

(iv) Maximizing the social welfare function (A -12) where the social planner 
decides the optimal C 0 2 control efforts in both North and South, as well as the 
North’s optimal unilateral transfer path.

(v) Maximizing the welfare function of the North (7) with no control efforts by 
the South, the North determines the optimal unilateral transfer path and control 
rate path.

(vi) Maximizing the welfare function of the North (7) with no control efforts by 
the South; the North makes no unilateral transfers and selects optimal C 0 2 control 
rates.

9 The assumed economic growth potential of the South is very optimistic in the original RICE 
model, resulting in higher economic activity levels in the South during later periods. Nonetheless, the 
South is assumed always to remain behind the North in GNP per capita during the planning time 

horizon.
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Fig. 1.

These six scenarios represent mutually exclusive policy regimes. The optimal 
solutions obtained from those scenarios reveal many interesting properties of 
optimal unilateral transfers under different situations. A summary of observations 
follows.

First, whenever unilateral technology transfers are allowed, as in Scenarios (i), 
(iv) and (v), they take place during the whole time horizon (Fig. 1). The unilateral 
transfer amounts are different but close in Scenarios (i) and (iv). However, the 
amounts in Scenarios (i) and (iv) are much higher than they are in Scenario (v). In 
all scenarios, the amounts of unilateral transfers increase over time, both in 
absolute terms and as shares of total northern GNP (Fig. 2). The share of unilateral 
transfers in the GNP is relatively small. It is 0.13% at peak in Scenarios (i) and 
(iv), and is 0.01% at peak in Scenario (v). 10

Second, the decision to make unilateral transfers does not strongly impact 
domestic control rates in the North (Fig. 3). When maximizing the welfare 
function of the North, as in Scenarios (v) and (vi), control rates are drastically

10 Overall mitigation costs in the RICE model are relatively low, compared with those used in other 
integrated assessment models. This low-cost assumption affects the amount of unilateral transfers. 
Results of the present study show a lower share of transfers than is indicated by other models that 
include joint implementation or tradable carbon permit schemes.
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Fig. 2.

Fig. 3.
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Fig. 4.

lower than they are in the scenarios of maximizing global welfare functions. Also, 
whether or not the South controls C 02 emission does not significantly affect the 
optimal control rates of the North.

Third, unilateral technology transfers from North to South reduce global C 0 2 
emissions and concentrations under comparable situations. As a consequence, the 
atmospheric temperature increase is lower. When maximizing the social welfare 
function (A-12), as in Scenarios (i), (ii), (iii), and (iv), the paths of flows (£*(?)) 
and damages (r,(f)) of environmental externalities clearly differ, depending on 
whether unilateral transfers are made or not (Figs. 4 and 5). On the other hand, 
when maximizing the welfare function of the North, as in Scenarios (v) and (vi), 
the effects of unilateral transfers on those variables are noticeable, though not as 
obvious as in the previous case.

Finally, unilateral transfers from North to South improve both the welfare of 
the North and global welfare, where they are relevant. The welfare of the South, 
which receives transfers, improves directly. Table 2 displays the values of those 
welfare functions.

3.4. Policy implications

From simulations on the modified RICE model, the following conclusion can 
be drawn: if conditions in the model are met, the North should make unilateral
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Fig- 5.

technology transfers to facilitate the South’s C 02 emission reductions. This 
conclusion supports policy suggestions advocating such technology transfers by 
many southern politicians and some northern economists. Due to the external 
effects of global climate change, the argument for transfers is strong from a global 
point of view and clearly positive from the North’s point of view.

In Table 2, the values of global social welfare function yield a preference 
ranking (from high to low) of (iv), (iii), (i) and (ii). In other words, from a global

Table 2
The welfare function values

Scenarios North South Global

0) -3.35647 -38.61344 -  13.93356
(ii) -3 .35626 -38.61438 -  13.93370
(iii) -3 .35619 -38.61412 -  13.93357
(iv) -3 .35637 -38.61330 -  13.93345
(v) -3 .35619 n.a. n.a.
(vi) -3.35621 n.a. n.a.

The negative values in this table are due to the specific scaling of the objective function in the RICE 
model, which has a form of logarithm function of per capita consumption. Hence, the smaller the 
absolute value, the larger the utility value. Also, logarithmic transformation of per capita consumption, 
renders seemingly small differences in the table relatively significant.
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welfare perspective, the ranking of policies regarding the N orth-South relation-
ship in dealing with potential climate change, from the most preferable to the least, 
is: both the North and the South control C 0 2 emissions, and the North also makes 
unilateral transfers; both the North and the South control C 0 2 emissions, with no 
transfers from the North; the North controls C 0 2 emissions and makes transfers 
while the South does nothing; only the North controls C 0 2 emissions, and makes 
no transfers. From a global point of view, the world would be better off if the 
North transfers and the South controls, ceteris paribus.

This policy preference ranking results largely from the following features of the 
modified RICE model. First, the model maximizes the social welfare function, in 
which the South has a substantial share (the social welfare weight o f the South is 
set at 0.3 and the North at 0.7). 11 Improving the South’s welfare by reducing 
environmental damage promotes global welfare significantly. Second, the South is 
a fast-growing economy that contributes increasingly to global C 0 2 emissions. 
From an efficiency standpoint, C 0 2 emission reductions in the South might be 
more effective and less costly, than similar measures taken in the North. Third, the 
North is rich and the South is poor in per capita terms. From an equity viewpoint, 
the North should share the heavier burden of mitigation costs. Because of these 
facts, a socially optimal level of environmental externalities (i.e., global C 0 2 
emissions) requires both North and South to control C 0 2 emissions domestically. 
In addition, the North should help the South control C 0 2 emissions by transferring 
environmental technologies. If the South cannot afford to pay for technology to 
control C 0 2 emissions, the North should bear the whole burden of mitigation costs 
to benefit itself along with the rest of the world.

To achieve the best of the four policy alternatives listed above, namely, 
Scenario (iv), full cooperation and communication between North and South is 
necessary. The optimal solution to a social planner’s problem (though the social 
planner does not exist in an international institution setting) of providing environ-
mental externalities is feasible only when parties fully internalize external effects 
through cooperation. If such cooperation does not occur, and parties engage 
instead in decentralized self-serving activities to respond to environmental exter-
nalities, the optimal policy is unattainable. From a one-sided (say, the North’s) 
perspective, the policy ranking relating to C 0 2 emission controls and unilateral 
transfers can be quite different, as illustrated by the arguments below.

According to Table 2, the North’s preferential ranking of the scenarios dis-
cussed above is: (iii), (ii), (iv), and (i). Policy option (iii), however, is in second 
place from the global social planner’s standpoint. The North would prefer that 
both parties contribute their ‘fair share’ of domestic C 0 2 emission controls first, 
as in Scenario (iii). In contrast, a global social planner would prefer to open

n The welfare weights used here are estimated from weights in the original RICE model.
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another channel, namely, unilateral transfers of C 0 2 emission control technologies 
from North to South, to improve the global welfare. From the global social 
planner’s perspective, (iii) is inferior to (iv). The North prefers (iii), a second-best 
scenario, over (iv), because almost all its investments in transfers improve the 
South’s welfare.

Interestingly, if the North does not cooperate with the South, deciding instead 
to maximize its own utility (as in Scenarios (v) and (vi)), the North is still better 
off making unilateral transfers to the South, though such transfers would be very 
small, as indicated by the last two rows of Table 2. Therefore, if the South were 
unable or unwilling to pay for its own C 0 2 emission controls, the North would 
likely still make at least small unilateral transfers in its own best interests. This 
result could be used by the global social planner to achieve a ‘second-best’ 
outcome, if the South is unable to pay for C 0 2 emission controls. The result can 
also be used by the South as a credible threat to the North for certain minimum 
transfers, if the South is unwilling to pay for C 0 2 emission controls.

Finally, the unilateral technological transfers in all scenarios discussed above 
represent only a tiny portion of the North’s wealth. Therefore, no substantial 
financial obstacles should prevent such transfers. As long as these unilateral 
transfers represent technology for controlling C 0 2 emissions, the North should 
benefit. This argument applies other global environmental externalities as well. 
Institutional and political barriers will always be issues, however, for even small 
unilateral transfers.

4. Conclusion

This paper has presented some aspects of unilateral technology transfers from 
developed countries to developing countries to address global environmental 
externalities such as ozone-layer depletion and global climate change. Conclusions 
from the simple North-South environmental-economic optimal growth model in 
Section 2 and results from simulations using the modified RICE model in Eq. (3) 
all indicate that, if certain conditions for efficiency are met, it is feasible and 
advisable for developed countries to make unilateral transfers of environmental 
technologies to developing countries.
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Appendix A. The North-South environmental-economic optimal growth 
model

(i) The Northern model:

max r°°t/N(C N( r ) , - B ( f ) ) e _Yl'dr (A-l )
I N,T r ,J  J 0

s.t. CN(r) =  r N(f)  - / N(r) -  Tr(r) -  J ( t ) (A-2)

KN(r) = F N( A N( f ) ) (A-3)

A N( r ) = / N( r ) - S , A N(r) (A-4)

B ( t ) = b ti( t ) + b s( t ) - < r B ( t ) (A-5)

b " ( t ) = g ( J ( t ) J N( t ) ) (A-6)

bs( t ) = f ( T r ( t ) , Y s( t ) ) (A-7)

I N( t )  > 0, Tr(f) >  0, 7 ( f )  >  0.

B(0)  = B0, K n (0)  =  Kq .

(ii) The Southern model:

m a x f J u s( C s( t ) , - B ( t ) ) e - r > ' d t (A-8)

s.t. Cs( f )  =  Ts( f )  — I s( t ) (A-9)

Y s( t )  = F s( K s( t ) ) (A -10)

K s( t )  =  / s( f )  -  82K s( t ) ( A l l )

Also Eqs. (A-5), (A-6) and (A-7). 

I s( t )  > 0 .

B ( 0 ) = B 0, A N(0 ) =  K q .
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In Models (i) and (ii) above, superscripts N and S represent the North and the 
South, respectively. A key to the other notations (omitting superscripts) follows:

U(t) Utility function
Y(t)  Aggregate production function of GNP
C(t)  Consumption function
/ ( t ) Investment function
B{t)  Stock of environmental externalities
b(t)  Flow of environmental externalities
Tr0 )  Volume of transfers from the North to the South
J(t)  Cost of domestic externality control (by the North)
y  >  0 Pure time preference
8 >  0 Capital depreciation rate
cr >  0 Dissipation rate of stock externalities

Appendix B. The modified RICE model

max V(cl( t ) )  
cKt )

oc

E
</>Nc/N( c N( 0 )  +  <i>s u s ( c s ( t ) )  

(1 +  0 '

* y  ‘m o [ ( c i( Q ) 1~ a - i

r =  0 i =  N,S ( l ~ « ) ( l + r)'

s.t. Q' ( t )  = A ' ( t ) [ K ' ( t ) ] y[ P i( t ) ] l ~ \  i = N , S

Y ' ( t ) = n ' ( t ) Q ' ( t ) ,  i =  N ,S  

C*(f)  =  Y ' ( t )  i =  N, S

c' ( t )
C' O)

N, S

r ( t )  = ( 1  1) + / i( 0 , i  =  N, S

e n( 0 = ( i -M N(0)o-N( o e N(o .o<MN(o < i.

E s( t )  = ( 1  -  ixs( t ) ) ( l - T r ( t ) ) < r s ( t ) Q s ( t ) , 0 < i J , s ( t )  < 1.

M ( t ) = m  + f 3 ( E » ( t ) + E s( t ) )  + ( l - 8 M) M ( t - l )

(A-12)

(A-13)

(A-14)

(A-15)

(A -16)

(A-17) 

(A-18) 

(A -19) 

(A-20)
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t 2[ f ( Q  -  K T j t - 1)]  - * 2[ r , ( f - 1 )  -  U t - 1)] 

F , t 2

(A-21)

T2( t )  = T2( t -  1) +
r , ( f - i ) - r 2( r - i )

log( M ( t ) / m ) 

log2

( l  -  b] n nN( t ) hlN)(l  — ^ jT r(f)^ 2)

m ( 0 "  1 +  W . C O ^

f l s ( 0
1 ( 0

i +  0 ..s r . ( O ,1J

(A-22)

(A-23)

(A-24)

(A-25)

A key to notations (omitting superscripts and subscripts o f N and S) in the 
modified RICE model:

Vit)  Intertemporal social welfare function
Uit)  Utility function o f the regions
C{t)  Consumption function of the regions
Q(t ) Aggregate production function o f the regions
A(r) Exogenous technological progress level
P(t)  Population (also labor input) of the regions
K(t)  Capital stocks of the regions
Y(t)  Adjusted GNP level of the regions
c(r) Per capita consumption of the regions
l i t )  Investment level of the regions
pi t )  C 0 2 emission control rate of the regions
T r(/) Unilateral transfers (by the North)
a i t )  C 0 2 em ission/output ratios
Eit) CO2 emissions by the regions
Mit )  Atmospheric C 0 2 concentrations
T}i t)  Atmospheric temperature change
T2it)  Oceanic temperature change
Fit )  Total radiative forcing
f i t )  Exogenous radiative forcing
f l i t )  Mitigation cost and climate change damage function

All other lower-case Greek and Roman letters without the time dimension are 
coefficients. For their definitions and values, see Nordhaus and Yang (1996) and 
Nordhaus (1994). For simplicity, only the values of those coefficients related to
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N orth-South transfers, mitigation cost function, and climate damage function are 
given here:

b i n  — 0-07,

0, N =  0.01155, 

jB, =  1.015,

b x s =  0.12,

0, s =  0.01600, 

jS2 =  2.887.

b2N = 2.887, b2S = 2.887, 

2̂,N = 1*5, 02 s = 1*5,

Appendix C. Proof of the proposition in Section 2

The parts of the Euler equations of model (1) are:

95?
—  =  - U , c - y'‘ 
9J 1 + p.2{ t ) h \ +  A3( r )  = 0 (A-26)

95?
----- =  - U , e ~ y'
<3Tr 1 ‘ +  ^ ( O ^ i +  a 2( 0  =  0 (A-27)

A2( f )T r ( r )  = 0 (A-28)

\ 3( t ) J ( t ) = 0 (A -29)

From Eq. (A-28), a necessary condition for Tr(f) >  0 is A20 )  =  0. And from 
Eqs. (A-26) and (A-27), we have,

A3( 0  =  f h ( t ) [ G i - h ]] + A2( t) >  0 (A -30)

When A2(r) =  0, from Eq. (A-30) we have Eq. (4).
From Eqs. (A-28) and (A-29), we have Eqs. (5) and (6).
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Abstract

Under the Kyoto Protocol, the world’s wealthier countries assumed binding commitments to reduce greenhouse gas emissions. The 
agreement requires these countries to consider ways to minimize adverse effects on developing countries of these actions, transmitted 
through trade. Using a general equilibrium model of the world economy, we find that adverse effects fall mainly on energy-exporting 
countries, for some even greater than on countries that are assuming commitments. Removing existing fuel taxes and subsidies and 
using international permit trading would greatly reduce the adverse impacts and also reduce economic impacts on the countries 
taking on commitments. Another approach, preferential tariff reduction for developing countries, would benefit many developing 
countries, but would not target those most adversely affected. If instead, OECD countries directly compensated developing countries 
for losses, the required annual financial transfer would be on the order of $25 billion (1995 $US) in 2010. © 2000 Elsevier Science 
Ltd. All rights reserved.

K e y w o r d s :  Climate change; Trade; Developing countries

1. The obligations of Annex B nations

Economic trade links among countries will transmit 
effects of greenhouse gas control measures adopted by 
one set of nations, in a ripple effect, to countries that may 
not have agreed to share the burdens of control. For 
example, emission restrictions under the Kyoto Protocol 
will increase the cost to Annex B regions of using car-
bon-emitting fuels, thereby raising manufacturing costs 
of their energy-intensive goods, some of which may be 
exported to developing countries. The restrictions also 
will lower global demand for carbon-emitting fuels, re-
ducing their international prices. In addition, emission 
controls may depress economic activity in countries sub-
ject to emission restrictions, lowering these countries’ de-
mand for imports, some of which come from developing 
countries. In combination, these changes in trade volumes 
and prices can have complex consequences, harming 
some developing countries while benefiting others.

Beginning with the Framework Convention on Cli-
mate Change (United Nations, 1992), the Parties have 
agreed that implementation of any agreement should

give special attention to the concerns of vulnerable econ-
omies. Article 4.8 of the Convention states:

In the implementation of commitmentsE the Parties 
shall give full consideration to what actions are neces- 
saryE to meet the specific needs and concerns of 
developing country parties arising from adverse effects 
of climate change and/or the implementation of re-
sponse measuresE .

Among a list of nine specific points of focus for this 
concern is the following:

(h) Countries whose economies are highly dependent on 
income generated from the production, processing 
and export, and/or on consumption of fossil fuels 
and associated energy-intensive products.

Article 4.9 of the Convention calls for special attention to 
the least developed countries “with regard to funding and 
transfer of technology.”

The Kyoto Protocol restates this obligation, using 
somewhat stronger language (United Nations, 1997). Its 
Article 2.3 holds that:

The Parties in Annex I shall strive to implement 
policies and measuresE in such a way as to minimize 
adverse effects, includingE effects on international 
trade, and social, environmental and economic
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impacts on other Parties, especially developing 
country Parties and in particular those identified in 
Article 4, paragraphs 8 and 9 of the Convention, which 
consist mainly of energy exporting and small island 
countries.1

Article 3.14 goes on to call for early consideration by 
the Parties of “what actions are necessary to minimize 
the adverse effects,” and expands the list of mechanisms 
to be considered to include “the establishment of funding, 
insurance and transfer of technology.”

Building on an earlier analysis of these issues (Babiker 
and Jacoby, 1999), we here explore mechanisms by which 
implementation of Annex B commitments in the Kyoto 
Protocol may affect developing economies, and how 
these effects might be mediated. While we focus on pos-
sible adverse effects, we note positive effects, as well. 
Moreover, our analysis is designed to highlight effects on 
those countries that seem to be the special concern of the 
Convention’s Article 4.8(h) above, i.e., those in the Non- 
Annex B group that are heavily dependent on exports of 
energy.

We do not consider all possible instruments that might 
be applied to mitigate these effects. For example, the 
mention of “insurance” in article 3.14 of the Protocol is 
a reference to means of alleviating the impacts of climate 
change itself; it is thus outside the scope of our analysis, 
which includes only the economic effects of proposed 
emission restrictions. In addition, the possible uses of 
technology transfers are not well defined and not easily 
subjected to economic analysis, so we do not consider 
them here. We do, however, consider two sets of actions 
that Annex B countries could take to limit negative 
impacts on Non-Annex B countries. The first is a set of 
policy measures, not specific to any particular disadvan-
taged country, that could accompany implementation of 
Annex B controls:

•  revision of fuel taxation policies,
•  removal of coal subsidies,
•  trading of emission permits.

The second set of policy measures includes actions that 
Annex B countries might consider to meet the needs of 
particular developing countries. These actions include:

•  special tariff concessions,
•  direct financial compensation.

We explore these two sets of possible responses to the 
stated Annex B obligations in the context of the specific 
Kyoto emissions targets and timetable, i.e., a reduction in 
Annex B country emissions below 1990 levels (a reduc-
tion that averages around 5% for the 2008-12 commit- 1

1 The list of parties to the Convention in Annex I differs only slightly 
from the Annex B grouping developed in the Kyoto Protocol and used 
in this analysis. The composition of Annex B is shown in Table 1.

ment period (United Nations, 1997)). For the task, we 
apply a general equilibrium model of the world economy; 
briefly described in Section 2 of this paper.

In Section 3, we consider the distribution of burdens 
resulting from the Kyoto Protocol, and the mechanisms 
that could lead to such a distribution, taking the year 
2010 as representative of the first commitment period. 
We assume in the first case that none of the possible 
measures listed above is adopted. For this case, our 
results are similar to those of previous analyses 
(Babiker and Jacoby, 1999; Babiker et al., 1997; 
Montgomery et al., 1998). We find that, in the absence of 
corrective measures, the welfare loss attributable to 
Kyoto for some Non-Annex B countries could exceed 
that for countries accepting emission restrictions. A key 
contributing factor is a shift in the terms of trade (i.e., the 
ratio of a country’s export prices to its import prices, 
suitably weighted). As noted earlier, cost penalties on 
carbon emissions will increase the costs of energy-inten-
sive goods (if manufactured in a country under restric-
tion), even if the international prices of carbon-intensive 
fossil fuels fall. In this circumstance, for example, an 
oil-exporting Non-Annex B country will suffer economic 
losses because it (1) will have less revenue from oil 
exports and (2) will face higher prices for imports of 
energy-intensive goods from Annex B regions. Other 
Non-Annex B countries with a different mix of imports 
and exports may be better off under the same set of 
Annex B restrictions. The vulnerability of nations to this 
phenomenon is roughly related to the “weight” of fossil 
energy exports in their economies.

For our reference case, we establish a policy scenario 
that presumes no special effort is expended to mitigate 
developing-country effects of the Kyoto Protocol. In 
Section 4, we consider the extent to which these economic 
impacts might be mitigated using one or more of the 
first set of instruments mentioned above. We find that 
the latter “accompanying policies” could significantly 
reduce, though not completely offset, the adverse influ-
ence of Kyoto implementation on the most seriously 
affected developing countries.

Section 5 considers specific actions that may be in-
voked to compensate Non-Annex B countries that are 
adversely affected by response measures adopted by An-
nex B nations, beyond the mitigation options offered by 
emissions-reducing policies’ implementation mecha-
nisms. We first consider preferential tariffre ductions 
granted to Non-Annex B countries, and find that benefi-
ciaries of such a measure do not closely match those 
countries that suffer adverse consequences from Annex 
B carbon restrictions. Next, we estimate the direct level of 
financial transfers that would be needed to compensate 
adversely affected developing countries. We set up 
a mechanism for compensation within our model so that 
general equilibrium effects are considered in establishing 
the magnitude of transfer needed.
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Section 6 draws conclusions from these sample 
calculations about (1) the nature and magnitude of spill-
overs from Annex B policies onto Non-Annex B econo-
mies, and (2) the feasibility of the various policy measures 
that might be considered to reduce adverse spillover 
effects.

Before we turn to the analysis methods and results, 
a cautionary note is in order. Our purposes in conducting 
these numerical exercises are to explore the mechanisms 
by which policies adopted by Annex B countries might 
influence Non-Annex B economies, and to develop 
a rough impression of how various attempts to limit 
these effects might work. The absolute magnitudes of 
these effects are, of course, subject to considerable uncer-
tainty (Webster, 1997; Webster and Sokolov, 1998). For 
example, the cost of attaining any fixed emissions target 
is highly sensitive to growth rates in the forecast period. 
Experiences in Russia, the United States, Japan, and 
several Asian developing countries over the last decade 
indicate that one can expect large errors in growth fore-
casts over a period as short as a decade. Few foresaw 
the collapse of the Soviet Union or the economic prob-
lems that beset Asian economies in the 1990s. Nearly 
all forecasters have underestimated economic growth 
in the United States over the 1990s. By the same token, 
the precise effects of changes in tax and tariff regimes, 
or of real-world emissions permit-trading schemes are 
influenced by many details of implementation and 
market adjustment, and so are uncertain in themselves, 
as well. Still, it is worth pointing out that the mechanisms 
of burden transfer would remain the same (though 
the magnitude of effect might change) across the wide 
range of possible estimates of growth, ease of economic 
adjustment, and performance of any corrective measures 
taken.

A further caveat regarding our results is the fact that 
they are computed assuming no economic, environ-
mental, or political shocks other than those attributable 
to the Kyoto Protocol. In reality, other shocks are 
inevitable, and the magnitudes of policy effects studied 
here are such that, although it may be possible to identify 
and roughly quantify them ex ante, their influence 
would not likely be separable from general economic 
variability ex post. Finally, our economic model is based 
on the most highly disaggregated data set of its type, 
yet we are still only able to identify regional groupings 
of countries such as the Middle East or N orth Africa. 
These regions contain diverse countries in which the 
magnitude of impacts from Annex B actions will certain-
ly vary (e.g., Egypt vs. Libya in N orth Africa); we cannot 
be sure even that the direction of impact would be the 
same for all countries in a region. If direct financia l 
transfers to compensate for adverse consequences of 
Kyoto implementation were to be considered as a practi-
cal matter, these difficult problems would have to be 
dealt with.

2. The analyse method

For analysis of these burden-reducing measures, we 
apply the M IT Emissions Prediction and Policy Analysis 
(EPPA) Model (Babiker et al,, 2000, Yang et al., 1996). 
EPPA is a recursive dynamic, multi-regional general 
equilibrium model of the world economy. The current 
version of EPPA is built on a comprehensive energy- 
economy dataset that extends the existing GTAP system 
(Hertel, 1997). Denoted GTAP-E, this dataset accom-
modates a consistent representation of energy markets in 
physical units as well as detailed accounts of regional 
production and bilateral trade flows. The base year for 
the model is 1995, and the model is solved recursively 
through 2100 in five-year intervals.

The GTAP-E database identifies 22 sectors and 45 
nations or regions. Its underlying detail allows aggrega-
tion of the model to suit the specific analysis task. For the 
studies presented here, the model was aggregated to eight 
sectors, plus two future “backstop” energy sources, and 
25 regions. As shown in Table 1, nonenergy goods are 
aggregated to three sectors, whereas the energy sector is

Table 1
Dimensions of the EPPA-GTAP model

Production sectors Countries and regions

Non-Energy Annex B
1. Agriculture USA United States
2. Energy-intensive 
industries

JPN Japan

3. Other industries and EEC Europe*
services

Energy OOE Other OECDb
4. Crude oil FSU Former Soviet Union
5. Natural gas EET Central European 

Associates
6. Refined oil Non-Annex B (Selected regions f
7. Coal KOR Korea
8. Electricity IDN Indonesia

Future energy supply CHN China
10. Carbon liquids IND India
11. Carbon-free electric MEX Mexico

Primary factors VEN Venezuela
1. Labor BRA Brazil
2. Capital RME Rest pf Middle East*
3. Fixed factors for fuel RNF Rest of North Africa*
and agriculture

SAF South Africa

'The 15 nations of the European Union as of 1995.
b European Free Trade Area (EFT), Australia, New Zealand, Canada,
Turkey.
‘Other Non-Annex B..regions included in the model but not in the 
reported results are: Malaysia (MYS), Philippines (PHL), Thailand 
(THA), Argentina (ARG), Chile (CHL), Colombia (COL), Morocco 
(MAR), Rest of Sub-Saharan Africa (RSS), and Rest of the World 
(ROW).
* Includes the Arabian Peninsula, Iran, and Iraq.
'Tunisia, Algeria, Libya, and Egypt.



538 Climate Change

M. Babiker et al. /  Energy Policy 28 (2000) 525-536528

represented in terms of fossil fuel type and electricity. 
Annex B is aggregated into six regions. Non-Annex B is 
modeled in greater detail, allowing the study of impacts 
of Kyoto-style restrictions on developing countries. 
Within the calculations, the Non-Annex B group is 
modeled as 19 separate countries or multicountry ag-
gregates, but for ease of presentation, only the ten regions 
listed in Table 1 are shown in our tables and figures.

The model’s equilibrium framework is based on final 
demands for goods and services in each region, arising 
from a representative agent. Final demands are subject to 
an income balance constraint with fixed marginal pro-
pensity to save. Investment is savings-driven, and capital 
is accumulated subject to vintaging and depreciation. 
Consumption within each region is financed from factor 
income and taxes. Taxes apply to energy demand, factor 
income, and international trade, and the proceeds are 
used to finance an exogenously grown level of public 
provision. International capital flows in base year ac-
counts are phased out gradually, and the government 
budget is balanced each period through lump-sum taxes.

Along the baseline, fossil energy resources through 
2010 are calibrated to an exogenous price path for fuels. 
Afterward, prices are driven by a long-run resource de-
pletion model. Energy goods and other commodities are 
traded in world markets. Crude oil is imported and 
exported as a homogeneous product, subject to tariffs 
and export taxes. All other goods, including energy prod-
ucts such as coal and natural gas, are characterized by 
product differentiation, with an explicit representation of 
bilateral trade flows calibrated to the 1995 reference year 
of the GTAP database. Energy products (i.e., refined oil, 
coal, natural gas, and electricity) are sold at prices that 
differ between industrial customers and final consumers.

The analysis presented here focuses on C02 only, and 
the Kyoto targets are assumed to apply to a 1990 base-
line of fossil carbon emissions, and to be achieved by 
a reduction in fossil fuel burning. In fact, implications of 
the Kyoto Protocol will depend also on the treatment of 
carbon sinks and the six non-C02 gases included in the 
agreement. Depending on the region, including sinks and 
all gases in the baseline and in the control regime yields 
an average OECD control cost that is 20% to 35% lower 
than the cost estimated from a carbon-only analysis 
(Reilly et al., 1999a, b). Were this analysis extended to all 
gases and carbon sinks, therefore, the welfare effects 
would likely be reduced somewhat because fewer reduc-
tions in fossil fuel emissions would then be needed to 
meet the emissions targets under Kyoto.

3. The reference case, with and without the 
Kyoto Protocol

Carbon emissions (in megatons of carbon, MtC, by 
year) under the reference conditions are shown in

Fig. 1. Reference and Kyoto carbon emissions.

Fig. 1 for the Annex B and Non-Annex B aggregates. 
Also shown is the trajectory of Annex B emissions under 
the Kyoto emissions restraint, assuming the agreement 
stays in place at the 2008-12 level in succeeding decades. 
Under Kyoto-type constraints, the emissions of Non- 
Annex B countries may vary from their reference levels 
because of carbon leakage, but that difference is not 
shown here because it varies from case to case.

Under our reference conditions, with no climate pol-
icy, we assume the world oil price will fall somewhat by 
the year 2010 from its level in the 1995 GTAP base year. 
The scenario is a smoothed approximation of the realized 
price behavior over the period of price volatility experi-
enced from 1995 to 1998, based on U.S. Department of 
Energy statistics (DOE/EIA, 1998). The oil price turns up 
after 2010 as the oil market comes under control of the 
EPPA Model’s long-run resource depletion model. All 
the comparisons below are developed in relation to this 
reference case, with its underlying price model.

For a version of this reference case with the Kyoto 
Protocol in place, we chose a policy scenario with no 
trading in emissions permits and no attempt to correct 
distortions resulting from Annex B existing fuel taxes and 
tariffs. (Coal subsidies are removed by 2010 in the EPPA 
reference case, as discussed further in Section 5.2) This 
case is labeled NT-D, for No permit Trade with tax 
Distortions. As suggested earlier, the imposition of 
Kyoto emissions reductions would reduce the demand 
for the more carbon-intensive fuels, oil and coal, and thus 
lower their international prices below the levels under the 
reference with no climate policy. For example, in this 
case, the 2010 oil price is 15% below its level under 
no-climate-policy conditions. This oil price change is 
a key determinant of the burdens imposed on oil-export-
ing developing countries, and of the gains realized by 
others.
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Fig. 2. Welfare effects of Kyoto Protocol: EV% (NT-D, 2010).

Table 2
Decomposition of impacts of the Kyoto Protocol (2010)

Region Percent change with the Kyoto Protocol

EV GNP Terms of trade

A nnex B

USA n 0.64 n 1.18 1.31
JPN n 0.75 n 1.84 1.41
EEC n 1.45 n 3.68 1.07
OOE n 1.73 n 3.70 n 0.62
FSU n 0.68 n 0.38 n 2.27
EET 0.30 0.42 0.27

N on -A nn ex B
KOR 0.04 0.19 0.48
IDN n 0.86 n 0.71 n 2.13
CHN n 0.01 0.06 n 0.30
IND 0.29 0.55 1.12
MEX n 0.67 n 0.58 n 1.98
VEN n 2.92 n 2.56 n 8.82
BRA 0.22 0.23 0.72
RME n 3.81 n 3.12 n 8.65
RNF n 2.40 n 2.77 n 6.79
SAF n 0.13 0.06 n 0.26

Fig. 2 shows the welfare losses from Kyoto implemen-
tation under reference-case conditions, expressed as per-
centage changes in the equivalent variation index for year 
2010. (Equivalent variation, here denoted EV, is 
a measure of welfare that shows by how much regional 
well-being, roughly the level of consumption, changes as 
a result of a policy intervention.) As seen in previous 
analyses (Jacoby et al., 1997; Jacoby and Sue Wing, 1999; 
Kolstad et al, 1999), the Kyoto Protocol generates wel-
fare losses across Annex B countries in the range 
0.5-2.0%, except for Eastern European countries in 
transition (EET: countries that have moved or are 
moving from planned economies/communism to mar- 
ket/democratic economies/governments), a block of na-
tions that realizes minor short-term welfare gains 
from its improved comparative advantage in relation to 
the rest of Annex B. For Non-Annex B, the results show 
welfare losses in excess of those in Annex B for some 
regions, such as the Persian Gulf (RME), and net welfare 
gains for others, such as India (IND). As a general rule, 
the results suggest that non-Annex B energy importers 
would likely gain from implementation of the Protocol, 
whereas energy exporters would lose. Among the oil-
exporting regions, those depending most heavily on oil 
proceeds would be most adversely affected by Annex 
B emissions control.

Annex B emission controls are translated into welfare 
gains or losses in Non-Annex B regions through shifts in 
international trade and prices. Imposition of emission 
controls by Annex B regions reduces their demand for 
domestic and imported energy and raises the prices of 
their energy-intensive exports. The GTAP database

shows that the 1995 oil imports by Annex B countries 
amounted to more than 65% of international energy 
trade, so the world oil price is affected strongly by the 
control policy. Hence, energy exporters face adverse 
movements in their terms of trade, while most 
Non-Annex B energy importers may experience improve-
ments. While important, these first-round energy trade 
and price effects do not represent the whole story. 
Energy price changes spur broader effects on terms of 
trade within a larger set of income and price effects that 
propagate through the international economy, influenc-
ing the distribution of gains and losses. Comparative 
advantages in energy-intensive and other goods are also 
affected (Babiker and Jacoby, 1999), in ways that differ 
depending on the energy efficiency and price effects in 
each country.

To illustrate this transmission process, Table 2 dis-
plays the impact of the Kyoto agreement on welfare, 
GNP, and terms of trade. Focusing first on terms-of- 
trade effects, we see clearly that not all Annex B countries 
experience favorable movements in their terms of trade, 
and neither do all Non-Annex B countries experience 
adverse movements. Indeed, the data reveal generally 
favorable movements in terms of trade for energy impor-
ters and adverse movements for energy exporters. Sec-
ond, the results for welfare change (based on equivalent 
variation, EV) indicate how misleading G N P can be as 
a measure of the burdens of an emissions-control pro-
gram. In particular, the higher GNP losses of Annex 
B are mitigated by favorable movements in these nations’ 
terms of trade, whereas the relatively lower G N P losses
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for oil-exporting countries are aggravated by unfavor-
able movements in their terms of trade. Further, an 
interesting contrast is that both China and South Africa 
suffer welfare losses from Kyoto due to adverse move-
ments in their terms of trade, even though they experi-
ence gains in GNP.

4. Implementation measures to reduce effects on 
developing countries

O ur analysis of possible instruments for mitigating 
impacts on developing countries is based on a set of eight 
cases. These cases are described in Table 3 along with the 
legends used in the figures. Section 3 compared a refer-
ence case with no climate policy (REF, listed as Case 1 in 
the table) to a case in which the Kyoto Protocol is carried 
out with no emissions permit trading and with the exist-
ing domestic energy distortions in place (NT-D, shown as 
Case 2). Now we turn to Cases 3-6, which represent 
various ways in which Kyoto constraints could be imple-
mented within individual Annex B countries-to reduce 
their economic effects on Non-Annex B parties. Each 
case is compared with the NT-D results.

In the first of these cases (NT-ND), covered in 
Section 4.1, existing fuel taxes are assumed to be elimi-
nated and the carbon emissions policy is put in place 
without these existing distortions. Other changes that 
might reduce impacts, even in the presence of fuel tax 
distortions, include the removal of coal subsidies 
(discussed in Section 4.2). Section 4.3 considers the extent 
to which permit trading among Annex B countries 
(T-AB) would reduce the impact on oil prices and limit 
the negative effect on developing economies that depend 
on oil exports. These measures are then considered in 
combination in Section 4.4.

4.1. Removal of fuel tax distortions

Most analyses of Kyoto-type emissions agreements 
assume that the Protocol is imposed in the form of a tax

Table 3
Reference and policy cases

No. Case Legend

1 Reference REF
2 Kyoto, no trade, existing distortions NT-D

Policies accompanying Kyoto implementation —
3 Remove distorting fuels taxes NT-ND
4 Remove coal subsides —

5 Add emissions permit trading T-AB
6 Combined effect of all —

Country-specific policies —
7 Tariff concessions NT-TC
8 Direct compensation —

on fossil fuels that reflects the fuels’ differential carbon 
content, or a cap-and-trade system that results in a com-
mon price of carbon emissions across sources. The cir-
cumstances are more complicated than what such an 
assumption implies, however, because most countries 
already have a variety of fuel taxes, focused mainly on 
automotive fuel; many such taxes have been in place for 
decades. The original justifications for these taxes were 
many and varied, depending on the country. For some, 
the taxes were a way to limit the foreign exchange drain 
of fuel imports, or to limit national dependence on 
foreign suppliers. In other cases taxes were a source of 
general revenue or a “user fee”-like source of funding for 
highway construction and maintenance. More recently, 
relief of road congestion and reduction of urban air 
pollution have offered additional justifications. The ap-
proach in our NT-D case is to accept these taxes as the 
status quo and apply carbon constraints on top of them. 
If there are legitimate economic externalities or un-
recovered public costs (such as highway construction) to 
which these taxes are an efficient response, then applying 
a carbon constraint on top of them could well be the 
most economically efficient approach.

If these taxes are not efficient responses to external 
effects of fuel use then they distort economic decisions, so 
removing them would improve economic efficiency and 
economic welfare, absent interactions with other distor-
tions. For example, if fuel taxes exist mainly to collect 
revenue, then carbon permit sales could replace this 
source of revenue, making separate fuel taxes unnecess-
ary. Fuel taxes may also have ill-defined objectives or 
serve as highly inefficient mechanisms for achieving 
stated objectives. A complete analysis of the justification 
and effectiveness of these taxes is well beyond the scope of 
this paper. While our model does not measure any wel-
fare benefits (such as reduced pollution or congestion^ 
deriving from these taxes, the GTAP database does 
identify the magnitude of the taxes, and thus we are able 
to consider a case with No Trade and No Distortions 
(NT-ND), in which we treat all energy taxes as pure 
economic distortions. This case should be considered 
bounding (or limiting) case to the extent that external 
market effects exist which justify some of these taxes. The 
welfare losses associated with their removal would, thus, 
partly offset the efficiency gains we estimate.

The graph in Fig. 3 shows that the negative economic 
effects on oil-exporting regions are reduced significantly 
in NT-ND compared with the NT-D case.2 The reason

2 In these welfare comparisons, we do not impose the condition that 
total revenue raised from these two components of the tax system 
remains the same; thus, our calculation is not exactly equivalent to the 
tax treatment in most analyses of the double-dividend issue. However 
imposition of a revenue-neutral condition would not likely change the 
implications for Non-Annex B countries of removing these distortions.
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Fig. 3. Kyoto and welfare: The implication of pre-existing distortions 
in Annex B’s energy markets (2010).

for the change is straightforward. The oil price declines 
by only 9% if tax distortions are removed (Case 
NT-ND), compared to the previously discussed 15% 
decline if tax distortions are maintained. With a har-
monized system, therefore, deterioration in terms of trade 
for oil-exporting regions is reduced, lowering their wel-
fare losses.

For Annex B, shown in the lower part of the figure, 
a switch to a carbon-based increase in fuel prices is 
favorable for all regions. The gain is greatest in Europe 
because fuel tax distortions are greatest there. Interest-
ingly, a choice of carbon-based rather than distorted fuel 
surcharges also benefits non-oil-exporting Non-Annex 
B countries such as Korea (KOR), India (IND), China 
(CHN), and Brazil (BRA).

4.2. Removal of subsidies for coal use

Another distortion in the energy system arises from 
subsidies provided to coal producers in several Annex B 
countries. These subsidies encourage use of Annex B coal 
at the expense of imported coal, and encourage coal 
usage at the expense of oil and natural gas. Removing 
coal subsidies from Annex B nations should therefore 
reduce effects on developing-country energy exporters. 
Such subsidies clearly distort economic activity in Annex B 
regions, and their removal might therefore increase wel-
fare in Annex B regions, as well. Among the Annex B

regions that will be under restraint in 2010, the 
main region where these subsidies are currently 
in place is Europe (EEC). Such subsidies also remain 
in effect in some countries of the Former Soviet Union 
(FSU) and Eastern Europe (EET), but these regions are 
not under restraint in 2010, so no change is considered 
there.

As noted earlier, our reference case (REF) assumes that 
these coal subsidies are removed from all countries by 
2010. However, we can test the implications of this 
change by performing a calculation under the assump-
tion that the subsidies will remain in place in OECD 
countries. This calculation reveals that the effects of re-
moving all coal subsidies from the OECD are in the 
expected direction, but very small. The welfare effects of 
removal are neutral or positive everywhere, but not sig-
nificant for any oil-exporting developing region. The coal 
sector is too small to make a difference to the OECD 
regions as defined in our model, and the effect on oil 
prices is also insignificant. Only in South Africa, where 
coal exports to the OECD are important, is the effect 
observable with rounding: the country’s 2010 welfare loss 
is reduced from 0.15% to 0.13% when OECD coal subsi-
dies are removed.

4.3. Emissions trading

The details of international emissions trading, covered 
under Article 17 of the Kyoto Protocol (United Nations, 
1997), are the subject of continuing debate. Although the 
complexities of alternative implementation schemes may 
prevent attainment of the cost savings of an ideal trading 
regime (Hahn and Stavins, 1999), many studies have 
shown that the potential for cost reductions is great (e.gv 
Montgomery et al., 1998; Jacoby et al., 1997; OECD, 
1992; Ellerman et al., 1998). The analysis conducted here 
shows the same result. Gains from unrestricted emissions 
trading are substantial not only for those engaging in 
such trade, but often for others as well.

The results are displayed in Fig. 4, which shows a case 
with permit trade only among Annex B countries. Given 
our reference forecast, FSU and EET share a total of 165 
MtC of “hot air” in 2010. They benefit from selling it, and 
the four OECD regions benefit from lower-cost carbon 
control when they buy it. In the United States, for 
example, the carbon price in 2010 drops from $205 per 
ton under autarchy to $92 per ton with Annex B trading 
(T-AB). In welfare terms, the cost is lowered most in 
Japan (by 58%) and in other OECD regions, as well (by 
28% to 40%), compared to the case with no emissions 
trading.

The introduction of Annex B trading mean's that 
the 2010 oil price would fall from the reference by less 
than in the no-trading case (10% as compared to 15%). 
The reduced impact on energy prices would tend to 
mediate effects transmitted through the mechanisms of



542 Climate Change

532 M. B a b ik er  e t  al. /  E n erg y  P o l ic y  2 8  (2 0 0 0 ) 5 2 5 - 5 3 6

F ig . 4. K y o to  P ro to co l: T h e  w elfare im p lic a tio n s  o f  a ltern a tiv e  em is -

s io n s  trad ing  sch em es, 2010 .

international trade discussed earlier. So, for example, oil 
exporters (e.g., IDN, MEX, RME and RNF) would suffer 
lower welfare losses than they would in a world without 
trading. On the other hand, those regions that benefited 
under no-trade conditions (e.g., KOR and IND) would 
be somewhat less advantaged by Kyoto if trading is in 
effect. These effects are enhanced if a large developing 
country joins the trading regime, as explored in Babiker 
and Jacoby (1999).

4.4. The combined effect of accompanying policy measures

In this section, we combine all three of the above 
actions to evaluate the extent to which they reduce im-
pacts on Non-Annex B regions. Table 4 shows the results 
for a subset of the developing countries that are of inter-
est: Venezuela (VEN), the Persian Gulf (RME), and 
North Africa (RNF). The table shows the reference EV 
loss if the Kyoto Protocol is implemented, then presents 
the change in impact resulting from each associated pol-
icy, considered alone. Again, removal of coal subsidies is 
shown to be insignificant. Depending on the region, on 
the other hand, emissions trading and removal of distort-
ing fuel taxes could soften the effect of Kyoto implemen-
tation.

T a b le  4
R eferen ce w elfare  lo s s  u n d er  K y o to  im p lem en ta tio n , an d  th e  ch a n g e  in  

lo s s  u n d er  v a r io u s  a c c o m p a n y in g  p o lic ie s

V E N  (% ) R M E  (% ) R N F  (% )

R eferen ce E V  lo ss n 2 .92 n 3.81 n 2.40

C h a n g e  in E V  lo s s  w ith:

R e m o v a l o f  d is to r t in g  fuel e 0 .16 e 0 .96 e 0 .37

ta x es
R e m o v a l o f  c o a l su b s id ie s 0.0 e 0.01 0.0
A d d it io n  o f  em is s io n s e 0.81 e 1.03 e 0 .59

tra d in g

C o m b in e d  effect o f  the e 2.47 e 3.26 e 1.80

a b o v e

The table also shows the effect if all measures were to 
be taken together. It is interesting to note that, contrary 
to what might be expected, the effects are not additive. 
Indeed, the combined effect is more than twice the sum of 
the separate effects for VEN, twice the sum of the separ-
ate effects for RNF, and about 50% higher than the sum 
of the separate effects for RME. This magnification of 
effect when combining the removal of existing energy 
distortions with emission-rights trading is explained by 
what happens to the international price of oil in the 
combined measure compared to the two separate 
measures. Whereas the oil price falls by 9.2% when only 
existing energy taxes are removed and by 10.1% when 
only emissions trading is considered, it falls by only 2.5% 
when all the measures are considered jointly (recall that 
dropping coal subsidies has no appreciable effect on oil 
prices). On the other hand, no Annex B region is adverse-
ly affected by the combined measure compared to the 
case NT-D. Thus, combining the two measures almost 
offsets the welfare costs inflicted on some developing 
countries by the Kyoto response measure without result-
ing in additional costs to Annex B regions.

Two main points can be drawn from the results in this 
section. First, the way emission restrictions are imple-
mented substantially affects Non-Annex B countries. 
Second, the implementation options considered here, for 
the most part, both reduce the cost of the Kyoto emission 
restrictions for Annex B countries and limit the impacts 
on Non-Annex B countries. The implementation options 
we considered do not completely eliminate all negative 
consequences for all Non-Annex B countries, but they go 
a long way toward doing so. The other side of this coin is 
that the implementation options we considered also re-
duce the unintended beneficial consequences of Annex B 
actions on Non-Annex B countries, some of which are 
the poorest members of this group.

Basically, a more efficiently implemented policy has 
smaller costs and smaller unintended consequences. Fur-
thermore, while we have not been able to consider the
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influence of non-C02 greenhouse gases and sinks, the 
work of Reilly et al. (1999a, b) cited earlier, indicates that 
efficient use of these control options would reduce bur-
dens even further.

5. Direct measures to reduce effects on developing 
countries

The ways in which emissions constraints are imple-
mented can substantially reduce impacts on Non-Annex 
B countries, but as long as policies lead to reductions in 
fossil fuel use, fuel exporters will experience conse-
quences. In this section, we consider two options that 
go beyond the general policies that might accompany 
the imposition of Kyoto emission restrictions. These 
are preferential tariff reductions for Non-Annex B 
countries, and direct compensation of countries suffer-
ing losses from Annex B implementation of the Kyoto 
agreement.

5.1. Tariff concessions

Here we consider preferential removal of tariffs for Non- 
Annex B countries from goods imported into Annex B 
countries. When applying these preferential tariffs in our 
model, we exclude energy (oil, gas, and coal) and energy- 
intensive goods. Our reasoning is that reducing tariffs on 
energy-intensive goods would be inconsistent with the 
objectives of the Climate Convention, as this would en-
courage leakage of carbon emissions from Annex B to 
Non-Annex B regions. Tariff reductions extended to oil, 
gas, and coal would effectively shift production of these 
goods from Annex B countries to Non-Annex B coun-
tries. Such a shift in production of oil, gas, and coal 
would further concentrate Kyoto-related losses on the 
energy-producing sectors in Annex B. Tariff levels are 
included in the GTAP data set. The effect of tariff conces-
sions can be computed by comparing the Kyoto case 
under current conditions (with Annex B tariffs in place) 
to a case assuming one-way reduction in tariffs by Annex 
B countries on goods from all Non-Annex B countries. 
We denote this case NT-TC, indicating No Emissions 
Trading and Tariff Concessions. All fuel-specific taxes 
(distortions) are in place.

The results of such tariff concessions are shown in 
Fig. 5. Not surprisingly, the one-way preferential removal 
of Annex B tariffs from Non-Annex B goods causes 
welfare losses in all Annex B regions except FSU, which 
seems to realize minor gains from the resulting trade 
diversion. In contrast, EET is most affected by such 
a concession policy, losing all the welfare gains it might 
have achieved from Kyoto. This is because the conces-
sion policy diverts Annex B imports away from EET 
toward Non-Annex B regions. This is not true for FSU 
because, as reflected in the GTAP base-year trade statis-

Fig. 5. Kyoto Protocol with and without tariff concessions on non-
energy intensive products.

tics, FSU has lower tariff rates and a smaller volume of 
trade with OECD than does EET.

The effect of the concession on developing countries is 
highly variable. A number of countries benefit substan-
tially, South Africa being the most prominent example. 
A number of regions that would suffer welfare losses from 
Kyoto implementation, on the other hand, are little affec-
ted by such tariff reductions. For example, benefits to the 
Persian Gulf countries (RME) and Venezuela (VEN) are 
quite small.

The basic conclusion is that a policy of country-speci-
fic preferential reductions in tariffs on Non-Annex B ex-
ports to Annex B nations would benefit many developing 
countries, but not target the benefits to those countries 
negatively affected by Annex B implementation of 
the Kyoto Protocol. Furthermore, even if, in principle, 
trade concessions could target countries that experience 
economic losses, predicting the dynamic effects of 
trade concessions targeted to closely compensate those 
adversely affected by Annex B climate policies would 
raise many difficult issues.

5.2. Direct compensation

We consider, finally, the level of financial transfer that 
would be required to compensate losses to Non-Annex
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B regions. Even if such a direct transfer mechanism is not 
likely to be established, the calculations can offer some 
indication of the attention that should be given to other 
mitigation measures, both those discussed above and 
others we are unable to model, such as technology trans-
fer. Naturally, the amount of compensation required to 
“minimize” Kyoto effects would depend on the strin-
gency of the emissions control measures taken, how the 
measures are implemented, and other uncertain 
economic developments between now and 2010. We 
make the calculations on an ex ante basis, using our 
reference scenario as a representation of conditions in 
this future period. We do not attempt to resolve the 
institutional question of how the adverse effects would be 
calculated in the year in which they are to be paid.

Here we explore the potential magnitude of these 
financial transfers, focusing only on those regions that 
suffer welfare losses. We make no correction for Non- 
Annex B regions that may actually benefit from the 
imposition of Kyoto restrictions. Using the EPPA- 
GTAP Model, we analyze financial transfers by assum-
ing an implicit allocation of emissions permits from 
selected Annex B countries to those Non-Annex B 
regions that are disadvantaged. Since the regions of the 
former Soviet Union (FSU) and Eastern Europe (EET) 
are not under restraint in 2010, the transfer of permits 
must come from the four OECD regions only (see Table 
1 for their compositions). The obligation to transfer is 
allocated across the four OECD regions as a percentage 
of their individual post-reduction emissions targets.

The permit transfers are modeled such that each re-
ceiving region in Non-Annex B gets the same percentage 
of permits from each OECD region, with the objective of 
meeting the welfare criterion stated in the transfer scen-
ario. For example, if RME requires 1% of the permits 
allocated to OECD to meet the prescribed welfare level 
in the scenario, then 1% of these permits allotted to each 
OECD region are transferred to RME. The recipient

nation is then assumed to sell the permits back to the 
corresponding source at the marginal value in the source 
region. By this method, we can calculate the financial 
transfer that would be required, in the face of Kyoto 
implementation, to maintain all Non-Annex B regions at 
their reference levels of welfare, or with only some limited 
decrease in welfare. The calculation of the level of permits 
allocated was made endogenously in the model. Thus, the 
estimate takes into account the general equilibrium ad-
justment of the world economy to these transfers. To 
explore the magnitude of these general equilibrium ad-
justments, we also consider a case in which the effects of 
the financial transfers on goods flows and prices are 
ignored.

Table 5 presents the results. Considering first the gen-
eral equilibrium adjustment, and assuming no trade in 
emissions permits, we can see that the “minimization” of 
adverse impacts to Non-Annex B regions (noted in the 
table as AEVr 0) would require an overall annual finan-
cial transfer from OECD nations to Non-Annex B re-
gions of $27.6 billion in the year 2010. Somewhat over 
half this amount would comprise transfers to the Persian 
Gulf nations (RME). Other nations needing substantial 
transfers would include N orth Africa (RNF), Venezuela 
(VEN), Mexico (MEX), and Indonesia (IDN). If the ob-
jective were to mitigate these effects but not necessarily 
eliminate them, the overall transfer required would be 
substantially reduced. For example, the table includes 
a calculation for the 2010 loss in welfare within Non- 
Annex B nations limited to 1%. The overall transfer is 
cut to $14.5 billion, and in this case, roughly 80% of the 
transfer is to the Persian Gulf region.

The allowance of permit trading among Annex B na-
tions would lower the financial transfers required to hold 
EV at zero. Direct transfers would be reduced by about 
25%, to a total of $20 billion, as shown in the table.

The EPPA-GTAP Model computes a general equilib-
rium adjustment to these financial transfers. That is,

Table 5
Financial transfers from OECD countries required to reduce Non-Annex B welfare losses in 2010 to zero, or to a maximum of 1.0% (1995 $US billions)

Region General equilibrium Partial equilibrium

No permit trading With trading No permit trading

AEVr 0 AEVg 1.0% AEVr 0 AEVr 0

IDN 1.59 1.16 1.52
CHN 0.13 0.09
MEX 1.75 1.16 1.60
VEN 1.97 1.29 1.44 1.84
RME 15.6 11.5 11.5 14.7
RNF 2.96 1.72 2.26 2.69
SAF 0.14 0.06 0.15

Total 27.6 14.5 20.0 25.7
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compared to a solution without these transfers (NT-D), 
their addition increases the aggregate demand levels, 
creating an upward pressure on prices in the recipient 
countries and decreasing the level of incomes in the 
donor countries. Thus, global adjustments occur in eco-
nomic activity, international trade, and prices in response 
to the compensation plan. An alternative estimate would 
simply calculate the financial transfers needed to return 
Non-Annex B countries to the reference level of welfare 
(in effect, calculate the EV loss in monetary terms), ignor-
ing the fact that these transfers influence economic activ-
ities in both recipient and donor regions. As can be seen 
from the table, this partial equilibrium approach differs 
only slightly from the EPPA-GTAP general equilibrium 
answer. The total transfer in 2010 is approximately $25.7 
billion; thus, the partial equilibrium approach to estima-
ting this figure underestimates the needed transfers by 
about 7%.

6. Discussion and conclusions

It is no surprise that emissions control actions by the 
large developed countries, which dominate world trade 
flows, will have ripple effects on the global economy, 
affecting countries that have not volunteered to share 
any burdens of the emissions control regime. The magni-
tudes of these impacts are highly uncertain,, but the anal-
ysis above does give an idea of what these impacts might 
be. Clearly, the greatest loss is imposed on energy ex-
porters, and the more dependent a  country is on energy 
exports, the greater the effect will be on its economic 
welfare. A country like Mexico, therefore, with a large, 
diversified economy, will be affected much less than will 
nations of the Persian Gulf(RME), for which oil revenues 
constitute a much larger fraction of GNP.

O ur analysis leads to two broad conclusions. First, the 
way in which emissions targets are implemented can have 
a major effect on a policy’s impact on  Non-Annex 
B countries. In particular

•  Unrestricted emissions trading would reduce impacts 
substantially. With the accession of Non-Annex B re-
gions to the agreement, the reduction could be even 
greater.

•  Removing fuel price distortions in Annex B countries 
would also substantially reduce impacts.

•  Removing coal subsidies would have a very small 
effect, though it would reduce negative consequences 
for South Africa measurably because of the import-
ance of coal exports to the South African economy.

•  We did not consider die effect on Non-Annex B of 
including other gases in the mitigation strategy of 
Annex B. Other work we have conducted leads us to 
believe that a “multi-gas” strategy would further re-
duce negative impacts on Non-Annex B countries.

Second, all of the above implementation options would 
also reduce the cost of restrictions for Annex B countries 
by increasing the cost-effectiveness of the emissions-re- 
duction policies or by eliminating other economic 
distortions.

Third, as long as energy markets are affected, Non- 
Annex B countries that export energy are likely to experi-
ence some negative consequences. A broad policy of 
preferential tariff reduction on Non-Annex B exports to 
the OECD would benefit many developing countries but 
not target the benefits to those countries negatively affec-
ted by Annex B implementation of Kyoto. Therefore, the 
only remaining methods of mitigation may be a selective 
use of preferential tariffs or some form of direct compen-
sation. If direct compensation is invoked, the required 
transfers could be substantial, concentrated on a few 
countries. We estimate the annual transfer for 2010 to be 
around $25 billion, the annual amount transferred 
would, of course, change over time.
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