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Climate change poses an extremely wide-ranging set of risks, 
and in some cases benefits, to the things that people value and 
produce. Quantifying and aggregating these climate impacts 

in a meaningful way is extremely challenging, owing to the complex 
uncertainty that pervades the coupled human–Earth system, the long 
time horizon of the problem with temporal dynamics such as thermal 
inertia and other lags, and the heterogeneous nature of climate impacts 
across regions, sectors and generations. Nevertheless, estimating the 
economic damages of climate change is critically important for social 
decision-making: it tells us how the benefits of reducing greenhouse-
gas emissions stack up against the costs, as well as the value of spend-
ing on climate mitigation relative to other social investments.

The social cost of carbon (SCC) is a monetary estimate of the cli-
mate change damages to society over time from an additional tonne 
of carbon dioxide, including market impacts such as agricultural pro-
ductivity, energy costs and infrastructure damage as well as impacts on 
non-marketed goods such as ecosystems and human health. The SCC 
is increasingly being used to inform policy decisions ranging from the 
international to the local level. In the United States, federal agencies 
are required to account for the benefits of reductions in greenhouse-
gas emission as part of rulemaking cost–benefit analysis1, while other 
institutions such as state governments and public companies are also 
considering using the SCC. (Although a 2017 executive order termi-
nated the working group establishing official US  government SCC 
estimates, individual federal agencies must still consider the avoided 
costs of emissions as part of regulatory impact analysis.)

Alongside this growth in SCC application has come increased scru-
tiny of the modelling approaches involved, specifically a subset of inte-
grated assessment models (IAMs) that represent key Earth and human 
system components in order to monetize climate impacts2. Despite the 
important role of quantitative tools for policy and risk management, 
a clear disconnect exists between the current scientific literature on 
climate change impacts, adaptation and vulnerability (IAV) and the 
representation of climate change impacts in these cost–benefit mod-
els3–5. A National Academy of Sciences committee recently examined 
the four principal components of SCC estimation (the socioeconomic, 
climate, damage and discounting modules) and, with respect to the 
damage module, recommended improvements to the SCC IAMs so 
that the damage modules would reflect the current state of scientific 
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knowledge, characterize and quantify key uncertainties, and be trans-
parent, reproducible and clearly documented6. There is therefore both 
an opportunity and a need to improve the economic quantification 
of climate damages by integrating recent advances in climate impact 
research and empirical findings into IAMs. Here, we first review the 
existing state of damage functions in cost–benefit IAMs, then sum-
marize critiques of the current representation, and close by suggest-
ing pathways for improvement based on advances in IAV science. 
The goal is to link ongoing research into climate change impacts with 
the requirements of the global economic models used to produce the 
SCC, thereby highlighting near-term opportunities as well as areas for 
further development.

State of climate damage functions in IAMs
Climate change damages are represented in cost–benefit IAMs through 
a damage function, which relates climate variables (such as tempera-
ture, CO2 concentrations and sea-level rise (SLR)) to economic welfare. 
Although the function itself may be simple, it parameterizes a complex 
series of physical and socioeconomic relationships to aggregate the net 
impacts of climate change in a particular region and sector. The costs 
associated with a particular change in a climate driver (typically global 
or regional temperature change) depend on the exposure and sensitiv-
ity of the sector to the climate driver, the capacity for natural or techno-
logical adaptations, the available economic margins of adjustment and 
the structure of economic preferences in the sector (Fig. 1). Climate 
damages in an impact sector are the sum of the residual changes in 
welfare after these adjustments and the costs of adaptation.

We focus our review of damage functions on the three IAMs used by 
the US government to estimate the SCC: DICE (ref. 7), FUND (ref. 8) 
and PAGE (ref. 9). In contrast to the complexity of full-scale Earth sys-
tem models, these IAMs have simplified representations of the econ-
omy, climate and impact mechanisms in order to explore trade-offs in 
policy design and be computationally tractable; for example, DICE is 
typically run as an intertemporal optimization (that is, it chooses con-
sumption and other decision variables to maximize social welfare over 
the model time horizon, typically a century or more) with a nonlinear 
objective function, and FUND and PAGE often perform parametric 
uncertainty analysis using tens of thousands of runs in a Monte Carlo 
simulation. Despite common elements, the models differ substantially 
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in terms of their input assumptions and structure, notably in the 
degree of regional and sectoral disaggregation, formulation of climate 
damages, and treatment of adaptation and uncertainty (Table 1).

The defining characteristics summarized in Table 1 cause the mod-
els to project different damage outcomes for the same socioeconomic 
and climate conditions2,10. The models differ in the composition of 
damages across sectors and regions at 2 °C and 4 °C (Fig. 2a), as well 
as in aggregate, shown through the implied damage functions with 
respect to temperature (Fig. 2b). DICE and PAGE estimate similar lev-
els of total damages, but FUND projects very different impacts from 
climate change, with global net benefits at lower levels of warming. 
At 4  °C, projected damages from DICE and PAGE are substantially 
higher than those from FUND, about 4% of gross domestic product 
(GDP) compared with about 1% of GDP, respectively.

The DICE model projects most damages in the aggregate ‘non- sea-
level rise’ (non-SLR) damage category, with sea-level rise (SLR) com-
prising less than one-fifth of total damages over this century (Fig. 2a). 
The FUND model projects substantial net benefits from increased 
agricultural productivity and reduced heating demand (that is, avoided 
energy costs), while the dominant damages are due to increased cool-
ing costs and water resource damages. PAGE damages at low levels 
of warming are dominated by non-economic and SLR damages, as 
economic damages can be avoided by higher adaptation capacity, 
while PAGE’s discontinuity damage category shows up after crossing 
a threshold of 3 °C. The cost of adaptation in PAGE is constant, small 
and unresponsive to temperature.

In addition to the level of damages, the slopes of the implied damage 
functions of temperature (Fig. 2b) are particularly relevant for SCC esti-
mates, as they indicate the marginal damage response to incremental 
warming, which is what the SCC measures. The PAGE damage function 
is most responsive to warming, with the slope increasing substantially 
after 3 °C when the risk of a discontinuity is present and adaptation 
capacity is reduced. DICE damages increase smoothly with warming, 
reflecting the two quadratic damage functions of temperature and SLR. 
FUND projects net benefits below 2.5 °C (for example, avoided heat-
ing demand, agriculture benefits from CO2 fertilization) and impacts 
increase only gradually with temperature, in large part because higher 
per-capita incomes reduce damages in the health impact sectors over 
time, a characteristic termed ‘dynamic vulnerability’ in FUND11.

The role that these types of structural assumptions such as dynamic 
vulnerability and adaptation play in determining damage estimates 
can be illustrated by modifying the IAMs and recalculating dam-
ages. Dynamic vulnerability in FUND is formulated uniquely for each 
sector through both positive and negative income elasticities12. We 
introduce a comparable dynamic vulnerability effect into DICE and 
PAGE, with an aggregate income elasticity equivalent to the implied 
total response in FUND (Fig. 2c). We also estimate damages in a ver-
sion of FUND with static vulnerability, fixing income elasticities to 
zero, to compare to the standard DICE and PAGE results that have no 
explicit income elasticity of damages (see Supplementary Information 
for methods). Matching the vulnerability assumptions in the three 
models brings them into closer agreement and produces substantively 
similar damages. For example, comparing similar modes for dynamic 
vulnerability and static vulnerability reduces the spread at 4  °C by 
roughly a factor of three, indicating that different assumptions about 
whether higher incomes lead to lower sensitivity to climate change are 
an important driver of differences in aggregate damages. Removing 
adaptation from the two models that represent it explicitly has a much 
smaller effect on the damage function, although note that because 
SLR accumulates over time and damages are less sensitive to tem-
perature change, coastal adaptation has little impact on the damage 
function (Fig. 2d).

Irrespective of income elasticity and adaptation assumptions, the 
relatively low level of climate damages for all models, particularly at 
warming less than 3 °C, has long been a subject of discussion and 
debate in the arena of global carbon policy. A warming of 2 °C by 2100 
implies only a 1% GDP  loss in DICE and PAGE and modest bene-
fits in FUND, impacts that, given estimates of the cost of mitigation, 
are insufficient to justify the global temperature limit adopted by the 
international community13. These damage functions have also been 
the subject of criticism for more specific reasons, both technical and 
theoretical. Table 2 synthesizes some of the main critiques of existing 
damage functions from the economics literature (additional details in 
Supplementary Information).

Prospects for incorporating IAV research into IAMs
Although some of the critiques in Table 2 are difficult to address for 
reasons both conceptual and practical, there are opportunities for 
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Figure 1 | Schematic representation of the complex series of physical and socioeconomic processes and relationships encompassed by a damage 
function. a, Generalized stages involved in determining damages, where Δ represents the change in the parameter and numbered connections represent 
(1) biophysical sensitivity to climate driver, (2) adaptation effectiveness, (3) general-equilibrium effects, and (4) economic preferences. b, Specific 
example for the agriculture sector.
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Table 1 | Key dimensions and damage function characteristics of three IAMs. 

Model details 
 

Dynamic Integrated model 
of Climate and the Economy7 
(DICE2010)

Climate Framework for Uncertainty, 
Negotiation and Distribution8 (FUND v.3.8) 

Policy Analysis of the Greenhouse 
Effect9 (PAGE09)  

Regions One region (world) Sixteen regions Eight regions

Sectors Two sectors
Market: SLR, aggregate non-SLR
Non-market: aggregate non-SLR

Fourteen sectors
Market: SLR, agriculture, forests, heating, cooling, 
water resources, tropical and extratropical storm 
damages
Non-market: biodiversity, cardiovascular/
respiratory, vector-borne diseases, diarrhoea, 
morbidity, tropical and extratropical storm 
deaths, migration

Four sectors
Market: SLR, economic, discontinuity 
(for example, abrupt change or 
catastrophe)
Non-market: non-economic

Damage functional form Estimates damages D as a per cent 
loss of global GDP

Quadratic function of climate 
variable, for example:

= δ1 ΔT + δq ΔT 2D
Where δl and δq are linear and 
quadratic damage coefficients and 
ΔT is temperature change

Estimates damages D as a per cent change in 
regional productivity

Uniquely formulated by sector, with damage 
function ƒ scaled by a dynamic vulnerability term, 
for example:

= f (ΔT x)D YPCt
YPC0

)) –ε

Where x is the climate variable exponent, YPC 
is per capita income, t and 0 are the current and 
reference time periods, and ε is income elasticity

Estimates residual damages D after 
adaptation as a percent loss of regional 
GDP

Power function of residual climate 
variable plus adaptation costs C, for 
example:

= δΔ(T r – Tadapt)
x + CadaptD

Climate variable Global mean temperature change, 
global mean SLR

Global mean or regional temperature change 
(all), rate of warming (agriculture), CO2 
concentrations (agriculture, forestry, storms), 
global mean sea-level change (SLR), ocean 
temperature (storms)

Regional mean temperature change, 
global mean SLR

Socioeconomic drivers Global income Population, income, per capita income, 
population density, technological change, 
production cost, land value

‘Dynamic vulnerability’ allows climate resiliency 
or exposure to change over time in response to 
income growth or technological change12

Income, per capita income, regional 
adaptation capacity and costs, regional 
scaling factor relative to European 
Union, modest equity weights

Calibration DICE2010 is loosely calibrated 
to the IPCC (ref. 64) and a meta-
analysis of net damages for 1–3 °C 
(ref. 65) via RICE-2010 (ref. 13) 

Calibrated to sector-specific impact studies, 
mostly published between 1992 and 1998 (ref. 2)

SLR calibrated to ref. 66; economic and 
non-economic calibrated to a review 
of damage estimates for 3 °C (from 
four IAMs, including DICE, FUND and 
PAGE)67; discontinuity calibrated to 
refs 68 and 69

Adaptation Implicit: calibrated to estimates of 
damages net of adaptation

Explicit: agriculture includes lagged rate 
component that fades with adaptation, SLR 
assumes cost-effective adaptation with sea-walls 
or retreat
Implicit otherwise: calibrated to econometric 
studies of net response to warming

Explicit: two types of exogenous 
adaptation, modelled as fixed regional 
policies (constant regardless of climate 
change and socioeconomics) that 
reduce impacts for a cost

Uncertainty representation Deterministic design Probabilistic design represents parametric 
uncertainty with thin-tailed (for example normal) 
distributions 

Probabilistic design represents 
parametric uncertainty with triangular 
distributions

Catastrophic risk Implicit: net damage includes the 
expected value of catastrophic loss 
per Nordhaus expert survey68

Potential for catastrophic outcome through tails 
of parameter distributions

‘Discontinuity’ impact occurs with 
a positive probability linked to 
temperatures over 3 °C

Data shown are for the versions of the three IAMs7–9 used to calculate the most recent US government SCC estimates, adapted from ref. 2. Additional description and background provided in the Supplementary 
Information, including examples for agricultural and coastal damages.
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near-term and future advances using the large IAV literature that has 
developed since damage functions were first introduced. The empiri-
cal basis of IAM damage functions is necessarily constrained by the 
studies available in each region and sector. Despite recent growth in 
studies of climate change impacts, incorporating this research into 
current economic damage functions is not straightforward. Impact 
studies that can most readily inform IAM damage functions will ide-
ally meet these criteria: 

C1. Use a common framework with consistent assumptions around 
population growth, economic growth and technological change

C2. Report impacts with respect to physical climate driver such as 
temperature change, SLR, CO2 concentration or rate of change, 
and socioeconomics if possible, rather than (or in addition to) 
time-paths based on a particular emissions scenario or represent-
ative concentration pathway (RCP)

C3. Have global coverage

C4. Incorporate the effects of all the costs and benefits of climate 
change in a particular sector

C5. Consider inter-region and inter-sectoral interactions, to the 
extent possible

C6. Include the costs and benefits of available, cost-effective 
adaptations

C7. If applicable, account for general- or partial-equilibrium eco-
nomic adjustments to biophysical impacts

C8. Be reported in economic units, ideally as welfare changes;
C9. Quantify uncertainty in impacts

Although not necessarily possible or appropriate for every 
analysis, studies that meet many of these criteria will be most eas-
ily incorporated into IAMs, supporting the recommendations in the 
National Academies of Sciences report6 for traceable and transparent 
damage functions calibrated to current science. Below, we describe 
three main classes of IAV research that could be that could be used 
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Figure 2 | Damage estimates projected by the DICE, FUND and PAGE models at different levels of temperature change, corresponding to 2100 
socioeconomics. See Supplementary Information for methods. a, Decomposition of total damages for 2 °C and 4 °C above pre-industrial temperature 
by IAM region and sector for the standard model in deterministic mode. Regional abbreviations are as given in the IAMs; adapt., adaptation. b, Implied 
aggregate damage functions with respect to temperature change for each IAM, following ref. 2. c, Comparison of IAM damage functions modified with 
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Table 2 | Synthesis of published damage function critiques, with key references. 

Damage function 
characteristic 

Critique description Model examples and implications for damage estimates Key 
references

Extrapolation 
to high 
temperatures

Damage functions are calibrated based on impact 
studies of 1–3 °C warming, but extrapolated beyond this 
range when computing damages or SCC estimates for 
many emissions scenarios

Damage estimates for higher levels of warming are 
extremely speculative and do not inform the choice of 
functional form (for example linear or quadratic)

DICE and FUND are calibrated to impact estimates for 1–3 °C 
warming, PAGE to 3 °C

DICE damage function extrapolated to 6 °C and 12 °C implies 
yield global GDP losses of 8% and 26% respectively; Weitzman69 
suggests that this is implausibly low and finds that a steeper slope 
(50% and 99% loss at 6 °C and 12 °C respectively) raises the SCC

70–72

Extrapolation to 
other regions

IAMs estimate global damages, but underlying impact 
studies focus disproportionately on a few regions (for 
example the United States and European Union), which 
are then extrapolated to other regions for global coverage

PAGE applies ad hoc regional adjustments based on coastline 
length to scale damage functions that are calibrated to European 
Union impact studies

9, 67, 
73–75

Coverage of 
impact categories

Damage functions have incomplete coverage of climate 
change impact categories, often because underlying 
studies for calibration are lacking

Represented sectors may have secondary impacts that 
are omitted (for example health effects from malnutrition 
due to impacts in the agricultural sector)

Sectors with limited or missing representation include ocean 
acidification, wildfires, energy supply, labour and capital 
productivity, crime, infrastructure, geopolitical instability and 
cultural heritage

Many authors suggest that SCC estimates might thus be viewed 
as a lower bound, although some climate benefits are also missing 
from damage functions

3, 75–80

Treatment of 
inter-sectoral and 
inter-regional 
interactions

Damage functions tend to be independent (additive) 
across both regions and sectors and therefore do not 
capture interactions between climate impacts

Underlying impact studies often examine sectors 
individually without quantifying inter-sectoral 
interactions, meaning any interactions may also not be 
accounted for implicitly through calibration

Missing interactions from many damage functions include the 
effects of water scarcity, geopolitical conflicts, migration, and 
partial- or general-equilibrium responses to direct impacts

Many of these interactions have the potential to amplify damage 
estimates, although general equilibrium adjustments could be 
offsetting in some cases

FUND considers inter-regional migration driven by land inundation 
from SLR, although the costs are arbitrary and likely to be 
incomplete

14, 25, 75, 
76, 79, 81, 
82

Representation of 
adaptation 

Many damage functions implicitly include private 
adaptation, which assumes a smooth, instantaneous 
transition to equilibrium in a new climate state, ignoring 
adjustment costs, which may be substantial, and 
imperfect knowledge of future climate

Lack of data on the aggregated costs and benefits of 
adaptation makes explicitly incorporating adaptation 
decisions into IAMs challenging 

Some studies have attempted to represent adaptation explicitly 
in cost–benefit IAMs in order to examine trade-offs between 
adaptation and optimal mitigation policy

FUND assumes perfect foresight and efficient adaptation to SLR, 
neglecting market and other institutional barriers to adaptation

Market failures associated with learning about a changing climate 
or the development of adaptation technologies may be substantial, 
meaning that damages would be higher than under perfect 
adaptation 

4, 80, 
83–88

Outdated 
scientific 
understanding 

Damage projections fail to reflect the current 
understanding of climate impacts from the IAV 
community (see extended discussion in Supplementary 
Information)

Damage functions are often calibrated directly or indirectly to older 
literature, much dating back to the 1990s

2, 3, 5, 10

Representation of 
uncertainty

Damage functions fail to capture the full range of 
parametric and stochastic uncertainty

Underlying studies used for calibration typically estimate 
the effects of equilibrium changes in mean temperature 
(or sea level), but not necessarily the effects of extremes 
(such as heatwaves) or stochastic variability (storm-
surges)

DICE is formulated as deterministic optimization with perfect 
foresight; PAGE and FUND are designed for probabilistic analysis 
(Monte Carlo simulation)

The scientific basis of the parameter distributions as well as the 
choice of distribution (for example, tailed in FUND versus triangular 
in PAGE) is not documented

Tail events with very low probabilities but the potential for very high 
consequences can, under certain assumptions, greatly increase 
damages

2, 70, 80, 
89

Continued
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to inform damage functions, and the opportunities and challenges 
associated with each.

Detailed process impact IAMs
In contrast to the relatively simple and stylized cost–benefit IAMs that 
have been used to calculate the SCC, there is a class of IAMs with 
higher spatial and process resolution that couple biogeophysical and 
economic models to represent climate impacts at finer scales, referred 
to as detailed process IAMs by Weyant14. Examples of these types of 
IAMs include the Global Change Assessment Model (GCAM)15, the 
Integrated Global Systems Model (IGSM)16 and the Integrated Model 
to Assess the Global Environment (IMAGE)17, among others.

These models play an integral role in global scenario assess-
ments (for example the RCPs18 and shared socioeconomic pathways 
(SSPs)19), but have not typically been used to estimate economic risks 
directly because they report outcomes in terms of resources or other 
physical measures, as opposed to monetized impacts, consumption 
or welfare. However, using them to inform the calibration of IAM 

damage functions is promising because they meet several criteria 
outlined above. Specifically, these models are global in scope  (C3), 
their assumptions regarding population and economic growth are 
internally consistent  (C1), and because they incorporate partial- or 
general-equilibrium models of the economy they can account for eco-
nomic adjustments to biophysical changes (C7) and could be applied 
to produce results in terms of economic units  (C8). Moreover, as 
they incorporate multiple economic regions and sectors, they are a 
natural tool for accounting for inter-region and inter-sectoral interac-
tions (C5). Detailed process models offer improved characterization 
of the focus domain, although they are still prone to limitations in 
uncertainty characterization as well as system dynamics and thresh-
olds. Previous assessments of climate impacts in key sectors that could 
inform damage functions include agriculture20,21, energy demand22 

and water resources23,24. Where possible, reporting results of these 
studies in terms of changes in economic welfare (C8) in relation to 
global temperature change (C2) would aid the incorporation of these 
results into IAM damage functions.

Table 2 | (continued) 

Damage function 
characteristic

Critique description Model examples and implications for damage estimates Key 
references

System dynamics 
and thresholds

Damage functions ignore or inadequately represent 
potential tipping points within the Earth system or the 
socioeconomic system

Damage functions of current temperature change imply 
that climate impacts are the same whether warming is 
increasing or decreasing, effectively ruling out system 
irreversibilities or hysteresis 

Potential system irreversibilities that are not well captured include 
species extinction or ice-sheet disintegration, underestimating 
damages in ‘temperature overshoot’ scenarios

PAGE discontinuity represents an uncertain but high-impact 
irreversible tipping-point (taken in expectation)

Recent studies modify DICE to incorporate random tipping points 
and generally find this increases the SCC substantially

3, 67, 78, 
90–93

Damages to 
growth rates

Damages in IAMs affect economic output, but the 
underlying factors driving economic growth are largely 
specified exogenously and unaffected by temperature, 
counter to some empirical evidence that warmer 
temperatures slow growth rates, particularly in poorer 
countries 

The growth rate in a DICE optimization run is determined 
endogenously, meaning climate damages indirectly affect growth 
through savings

Proposed mechanisms for impacts on growth rates include slowing 
the productivity of research and development, and increasing the 
depreciation of capital

Impacts to economic growth are permanent and cumulative and 
therefore have the potential to substantially increase damage 
estimates 

5, 63, 71, 
94, 95

Substitutability 
of environmental 
goods

Damage functions assume that losses from climate 
impacts are perfectly substitutable with increased 
consumption (that is, that the costs of climate impacts 
can be fully compensated by higher incomes) which 
may be implausible for non-market impacts such as 
biodiversity or health

Measuring the degree of substitution between climate 
impacts and consumption is extremely difficult

Imperfect substitutability between climate impacts and increased 
consumption would increase damage estimates

96–98

Utility function 
preference 
parameters

Damage functions parameterize economic losses but 
the value of those economic losses depends on the utility 
function

The constant elasticity of substitution (CES) utility 
function has been most widely used, which uses a single 
parameter (η) to describe time preferences, risk aversion 
and inequality aversion.

(Discount rates are a preference parameter with a large 
effect on the SCC, but have been extensively discussed 
elsewhere and are not a focus of this Review) 

Recent evidence suggests that time and risk preferences are not 
the same. Using a utility function that separates these, calibrated to 
asset price data, substantially increases the SCC. Damages are also 
aggregated across people and regions with very different incomes. 
Aversion to inequality is a preference parameter that determines 
how these should be weighted and can have a substantial impact 
on the SCC

60, 70, 72, 
96, 99–105

Additional description and references are provided in the Supplementary Information, with discussion of related issues and implications for climate impact valuation.
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Multisector coordinated modelling projects
Several large multimodel efforts are underway to evaluate climate 
change impacts systematically either across multiple sectors25–27 or 
within a single sector28. These efforts are structured with interdisci-
plinary teams of physical, natural, and social scientists. These multi-
sector or model intercomparison projects are resource intensive but 
are a promising source for updating damage functions. Many such 
collaborations have been designed with consistent input assumptions 
and scenarios (C1), often using the RCPs and SSPs. This standardized, 
multimodel ensemble approach (pioneered in the climate modelling 
community29) strengthens uncertainty quantification and enables 
defensible error bars to be generated around impact estimates and the 
resulting damage functions (C9).

Although these projects advance understanding of climate change 
impacts, the direct applicability of results to IAM damage functions 
is mixed. While several projects are global25,30–33, some have a more 
limited geographical scope, typically in data-rich regions such as the 
United States26,34 and Europe35,36. In addition, although some projects 
monetize damages26,31,35, many quantify impacts in various non-mon-
etary units such as percentage changes to productivity or crop yields, 
number of people affected or coastal area flooded27. A subsequent 
analysis monetizing these results would be needed before they could 
inform damage functions, often requiring substantial further work6,37.

Empirical studies
A large and rapidly growing IAV literature uses statistical relation-
ships between socioeconomic outcomes and weather or climate 
variables to estimate the impacts of climate change38,39. Rather than 
explicitly modelling distinct processes, including the effects of indi-
vidual adaptations, or pathways by which climate change affects out-
comes of interest, this approach parameterizes impacts in a simple 
(reduced-form) relationship between climate and outcome. Although 
the exact pathway of impacts is a ‘black box’, impact estimates are 
derived directly from observed, real-world outcomes. Moreover, these 
approaches benefit from today’s data-rich environment and are rela-
tively inexpensive to implement. They can also offer the opportunity 
to study climate impacts in sectors that have previously been omitted 
from damage functions, such as conflict, political turnover or labour 
productivity40–43. Conversely, empirical studies can be challenging or 
impossible to implement for impacts that have no historical analogue 
or where the spatial or temporal variation of the climate driver is insuf-
ficiently large (such as ocean acidification, CO2 fertilization or SLR).

Relevant empirical studies can be divided into individual, sector-
specific studies and top-down, whole-economy studies. Empirical 
studies of the relationship between climate or weather and socioeco-
nomic outcomes are now wide-ranging and cover agriculture44–47, 
energy demand48,49, morbidity and mortality41,50–53, labour sup-
ply and productivity42,54,55, conflict40, politics43 and crime56. Results 
from several of these studies were recently combined57 with process 
models in certain sectors to estimate new damage functions for the 
United States. The empirical studies have largely focused on devel-
oped economies, partly owing to the data needs of statistical models. 
In particular, panel models that use fixed-effects (‘dummy variables’) 
to control for time-invariant differences between locations require 
long-term observations not available in all parts of the world. This 
means that empirically based damage functions may require global 
extrapolation (C3). 

The extent to which empirical models capture the net benefits of 
adaptations or equilibrium economic adjustments (C6, C7) depends 
on details of the statistical model used and the kinds of adaptation 
technologies available58. Sector-specific statistical studies often, 
although not exclusively44,59, report impacts in physical units (for 
example change in yield, additional deaths or illnesses, or change 
in likelihood of event). Monetizing the identified impacts  (C8) 
requires additional analysis that, in the case of non-market impacts 
such as conflict, crime, illness or mortality, may be contentious. The 

reduced-form of most empirical studies means that they integrate 
over multiple impact pathways to give the net effects of climate change 
in a particular region and/or sector (C4). In addition, statistical confi-
dence intervals on parameter estimates make quantifying uncertainty 
in damage estimates fairly straightforward (C9).

A smaller set of top-down empirical studies has used global data 
on GDP growth rates to estimate the relationship between tempera-
ture variation and total economic output60–62. Because these impact 
estimates have global coverage  (C3) and are reported in monetary 
units (C8), they can be readily incorporated into IAM damage func-
tions60,63. For instance, Moore and  Diaz63 used a damage function 
calibrated to empirical estimates of the relationship between tem-
perature fluctuations and GDP growth in a modified version of the 
DICE model. They showed that impacts to the growth-rate produced 
much larger losses than the conventional representation of dam-
ages to annual output. Using this aggregate approach partly avoids 
the need for explicit representation of individual impact sectors, and 
the related critiques of omission of impact types, interaction effects 
and adaptation  (C5). However, it fails to capture potentially very 
large welfare effects of non-market climate impacts, such as health or 
ecosystems, that are not included in GDP (C8), or the effect of cli-
mate variables that cannot be estimated empirically, such as SLR or 
ocean acidification.

Discussion
Damage functions play an important role in quantifying, compar-
ing, aggregating and communicating the many different economic 
risks that society faces from climate change, and serve to explore 
trade-offs between the welfare costs and benefits (avoided climate 
risks) of investing in greenhouse-gas mitigation. But this simplified 
representation of climate change impacts in cost–benefit IAMs suf-
fers from several limitations described here. Many of these gaps are 
further underscored by a disconnect between recent advances in our 
understanding of climate change impacts and their incorporation in 
IAM damage functions. Many IAV research streams present promis-
ing opportunities for improving damage functions, although there are 
challenges to closer integration. Continuing to strengthen the con-
nection between IAV literature and IAM damage functions will allow 
a more robust scientific basis for decision-making and policy for cli-
mate risk management.
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