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CHAPTER 1

THE MACROECONOMICS OF
GLOBAL WARMING

LUCAS BERNARD AND WILLI SEMMLER

THE year 1896 was a memorable one for two reasons. First, Henry Ford introduced
the gasoline-powered automobile to the United States and second, a Swedish scien-
tist, Svante Arrhenius, proposed that a greenhouse effect could result from increased
atmospheric CO;. So, the collision course between the Industrial Revolution and the
environment began to develop.

More than 100 years have passed since then; research has demonstrated that the
externalities stemming from industrial production and the use of fossil fuels has led to
levels of CO; emission so high that the current course may be hard to reverse. As many
argue, temperatures have probably reached a critical point, beyond which a return to
preindustrial levels will be enormously difficult to achieve. Such a position has been
put forward, largely owing to the enormous efforts of the Intergovernmental Panel on
Climate Change (IPCC),! and may be read in numerous books? and academic papers.
As climate researchers and geoscientists have been predicting for quite some time,>
from the devastation of storms, for example, hurricanes Katrina and Sandy, flooding
coastal regions and riverbanks, to heat waves and new desert formation, to the disap-
pearance of island nations in the southern sections of the Pacific Ocean, the effects of
global warming are making themselves felt and have begun to demand urgent action.

Academic work and particular policy proposals to combat climate change have
emerged from a series of important international policy meetings. Beginning with
the Kyoto Protocol (1997) and the associated conference at which it was proposed,
then continuing through the meetings in, for example, Copenhagen (2009), Cancun
(2010), Durban (2011), and, more recently, in Doha (2012) and at the IPCC meet-
ings in September 2013, March 2014, and April 2014 (Working Groups [, II, and III,
respectively), a dialog concerning the urgency of action against climate change is well
underway. Geoscience researchers and the lead investigators of the IPCC have sup-
ported CO; emission reduction pledges with the view that the goal should be either to
cap CO; emissions (the Kyoto Agreement) or to maintain the increase in temperature
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below 2°C (Copenhagen), either of which should be achieved through international
coordination.

Yet, international cooperation on this matter faces severe challenges. The Europeans
appear to be ready to move ahead with further agreements after Copenhagen, Cancun,
Durban, and Doha, exhibiting a more optimistic view with respect to an agreement
regarding the achievability of the 2°C limit to the increase in global temperatures.*
However, this stands in stark contrast to the evaluations of the US Congress, which,
for reasons of policy, does not appear to be ready to implement the Copenhagen CO,
reduction commitments any time soon. On the other hand, developing countries are
highly alarmed, as it is expected that climate change will hit the developing world the
hardest. The developed world can protect itself against climate change through infras-
tructure improvement and will use more energy to adapt to climate change effects,
but it is in developing countries where some of the most dangerous consequences of
climate change will be concentrated.

In our view, it is timely that a comprehensive overview of these issues and challenges
be presented in an academic handbook, one covering the many aspects of global warm-
ing. This Handbook presents material of interest to academics in different disciplines,
researchers, practitioners, policymakers, and to those taking part in the worldwide
discussions on this issue. Although this Handbook focuses on the macroeconomics of
global warming, we include updates on climate research by geoscientists, geophysicists,
and earth scientists. This has been done, however, through an economic “lens.” Thus,
we address broad issues, but from the perspective of macroeconomics.

In Part I, climate change is related to global economic growth. Some of the topics
addressed in this section include improving climate projections, the economic conse-
quences of sudden shifts in the environment, and analysis of sustainable growth that
takes climate change into account. We are very happy to have on board climate sci-
entists who can elaborate on the trends in climate change as well as its connection to
economic growth.

We launch this section with the work of Klaus Keller and Robert Nicholas, who dis-
cuss research results pertaining to the projections of environmental scientists, and how
these projections might be made more useful for mitigation and adaptation policies
when tipping points are allowed for. William Brock, Gustav Engstrom, and Anastasios
Xepapadeas make these concerns relating to tipping points and regime changes more
specific in their modeling of the interaction of ice cap melting, energy balance, and
economic growth. General mitigation policies are not likely to be as useful as those
which are tailored to the dynamics of energy balance and latitudinal-dependent energy
absorption—resulting from the ratio of incoming to outgoing solar energy. In doing
s0, they add a special dimension, that of the global distribution of damage, to climate
research. Florian Wagener continues this type of analysis by highlighting the way in
which the environment can undergo sudden regime change. Those regime shifts are a
critical aspect of the modeling of the interaction of human activities with the environ-
ment. Helmut Maurer, Johann Jakob Preuf, and Willi Semmler also present a model
with multiple regimes, but they focus on particular policy options. Beginning with the
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Nordhaus canonical growth model, which includes economic growth, CO; emission,
and climate change—and damages from climate change—important options as to how
mitigation policies could be pursued are modeled and evaluated. The last contribution
to this section is a chapter by Thierry Bréchet, Carmen Camacho, and Vladimir M.
Veliov. Employing techniques from the theory of differential games, they build a model
with heterogeneous agents interacting with the environment; however, their agents do
not have perfect foresight. The authors incorporate predictive control, learning, and
adaptive behavior, which results in more robust guidance for policy designers.

Part II is devoted specifically to mitigation policy modeling within the context of
environmental games. Broadly speaking, mitigation policies include subjects such as
cap-and-trade, carbon tax, increasing energy efficiency, land/forest use policies, tech-
nological change and more extensive development of renewable energy resources,
and policies to reduce ocean acidification. In this way, the perspective is broadened
beyond solely CO, reduction. The question as to whether there should be a single
global solution or, rather, country-specific mitigation policies, as well as the topic of
whether policies are compatible with the incentives of agents and countries are also
addressed. This framework, one of cooperative and noncooperative environmental
games, provides a natural perspective in which these issues can be studied.

Part II begins with two complementary papers; while Jacob Engwerda gives a com-
prehensive survey of the use of game theory to study cooperation and noncooperation
between countries in the context of climate control policies, Alain Haurie and his
team® present a game-theoretic analysis of how sharing the effort of controlling climate
change might be made fair. Alfred Greiner, also using a cooperative and noncooper-
ative game-theoretic approach, focuses attention on the interaction of pollution and
abatement efforts for advanced and less developed countries on the international level.
The chapter by Francisco Cabo, Guiomar Martin-Herrdn, and Maria Pilar Martinez-
Garcia uses a dynamic model to investigate changes in trade between regions that have
been affected differently by global warming. Employing overlapping-generations mod-
els, Jeffrey Sachs highlights the point that mitigation policy should be discussed side by
side with intergenerational public finance. Ottmar Edenhofer and his team® provide a
contribution that views the atmosphere as a common resource. They discuss the pol-
icymaking challenges for implementing global governance. Finally, Richard Toll gives
a comprehensive review of the studies on how to assess damages from climate change,
both the economic and social costs of it, and he evaluates those studies critically.

Part III focuses on technology and energy policies. Here, chapters concerning energy
policies and issues connected with specific technologies, for example, nuclear power,
especially important after the Fukushima event, are presented. Climate-friendly tech-
nological change and renewable sources of energy are also discussed in this part. To
begin this part, David C. Popp reviews the existing literature on environmentally
related technological change and derives important implications for developing coun-
tries. This meta-study is important because it describes the setting in which research is
taking place. Next, Franz Wirl and Yuri Yegorov extensively discuss the challenges to a
rapid phasing-in of renewable energy. They do this in the context of optimal control
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models to show that, among other things, industries and sectors will not adjust fast
enough. Given typical business incentives, they evaluate to what extent government
intervention may be necessary to stimulate needed research and development (R&D)
in renewable energies and related technologies. Also in Part III is a contribution from
Angelo Antoci, Simone Borghesi, and Mauro Sodini, who use methods from the theory
of evolutionary games to study carbon trading systems. Finally, we have the chapter by
Kozo Mayumi and John M. Polimeni. These authors critically elaborate on the possible
role of nuclear technology in providing future energy needs. In particular, they discuss
the lessons learned from the Fukushima disaster.

Part IV expands on the expected macroeconomic impact of the various technologi-
cal, energy-related, and mitigation and adaptation strategies that have been proposed.
These contributions study the interaction between and the impact of various poli-
cies, for example, cap-and-trade, carbon tax, renewable energies, and their effects,
on employment and output. One emerging view seems to be that there need to be
multiple policies. A neutral policy, with respect to output and employment, can be
achieved only if the income from carbon tax and cap-and-trade is used to subsidize
less carbon-intensive industries or to develop renewable energy. Another important
consideration is that some research has demonstrated that cap-and-trade will proba-
bly unfairly burden developing countries, as the dollar price of a ton of carbon will
mean a much larger penalty, in percentage terms, for low-income economies. Thus,
it is argued, a carbon tax proportional to income should be implemented and a com-
pensatory policy, an international financial fund, should be set up to help developing
countries to adopt policies connected with climate change. Another aspect of multiple
and complementary policies to mitigation policies are those connected to adaptation,
that is, what needs to be done if the mitigation policies do not work or come too late.

An important aspect of the macroeconomics of climate change is the study of how
financial markets can be used to complement climate policies. Wolfgang Karl Hérdle,
Brenda Lépez-Cabrera, and Matthias Ritter begin Part IV with their work on weather
derivatives. They propose two approaches: first, by studying the stochastic behavior
of climate and second, by filtration of information sets and using these in the design
of such derivatives. Mika Kato, Stefan Mittnik, Daniel Samaan, and Willi Semmler
study double-sided climate policies in which some energy and carbon intensive sectors
are financially penalized, the revenues being used to support less energy or carbon-
intensive sectors. Here, the method of double-sided vector autoregression (VAR) is
used to assess of how carbon tax strategies, on the one side, and subsidies, on the
other side, can have neutral effects with respect to aggregate output and employment.
Results from a multicountry study are shown. Finally, this section concludes with work
by Christian Lutz and Ulrike Lehr, who use the recently developed economy—energy—
environment model PANTA RHEI to analyze the macroeconomic effects of climate
change policies.

In Part V, the Handbook includes contributions that are of region-specific impor-
tance. Some studies suggest that, in certain countries and regions, particular mitigation
and adaptation policies might be needed. As there will be differences between countries
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and regions with regard to actual implementation costs and the benefits of CO, reduc-
tion policies, a collective discussion is required to take regional effects into account
within the context of global goals. Given the regional differences, the question is: how
can progress be made on global goals?

This section topic starts with the work of climate scientist Askar Akaev, from the
Russian Academy of Sciences. His contribution is framed in a quantitative model that
describes demographic dynamics with stabilization near stationary populations. Mak-
ing use of modern modeling methods, with reference to Russia, various scenarios
of demographic dynamics are developed alongside a corresponding energy dynam-
ics. Next, Zhong Maochu and Shi Yadong ask the question: does the Kyoto Protocol
intensify carbon leakage to China? The authors discuss the issue from the perspective
of China and provide analysis using econometric methods. No discussion of “inter-
national perspectives” would be complete without some discussion of the regional
concentration of climate-related catastrophes. Lopamudra Banerjee considers what we
actually know about the economic and social costs of climate-related disasters. Specifi-
cally, she studies disaster events that are particularly related to regional concentrations
of global climate change effects. To conclude Part V, Frank Ackerman and Elizabeth A.
Stanton present important evidence from the Free-Air CO, Enrichment (FACE) exper-
iments; this seems to indicate that climate change can be devastating for agriculture in
developing economies.

In conclusion, Part VI presents broader views by focusing on past and future
global climate policies. It also indicates new directions in mitigation policy design.
Clearly the rules and regulations that have come out of international negotiations
will be crucial to the success or failure of policy agreements. Thus, this section crit-
ically evaluates climate change negotiations and international agreements, and to
what extent they represent only soft rules. Lastly, also in Part VI, broader long-run
implications of the “business-as-usual” policy, as well as long-run alternatives are
discussed.

Raphaele Chappe turns an attorney’s eye toward the plethora of international agree-
ments, protocols, and treaties that constitute modern international environmental
governance. As is often noted, climate research and policies without a stricter regula-
tory and legal structure to enforce them will be insufficient. James E. Hansen discusses
flaws in the Kyoto approach and other difficulties in handling released carbon. He
proposes one major instrument to achieve significant changes, a more general car-
bon tax. On the other hand, Graciela Chichilnisky, who was involved in the initial
crafting of the Kyoto agreements on the strategy of cap-and-trade, defends her posi-
tion; she also sums up the volume nicely with her aptly entitled essay, “Avoiding
Extinction.”

Many friends, colleagues, and assistants were involved in the production of this
Handbook. We would specifically like to express our gratitude, in alphabetical order,
to Aleksandra Kotlyar, Unurjargal Nyambuu, and André Semmler, and to Scott
Parris, Catherine Rae, Jennifer Vafidis, Cathryn Vaulman, and Terry Vaughn from
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Oxford University Press; without their assistance, this project would never have been
completed.

NoTES

1. IPCC reports may be found on their website: http://www.ipcc.ch/publications_and_data/
publications_and_data_reports.shtml

2. See, for example, Nordhaus, W. (2008) A Question of Balance: Weighing the Options on
Global Warming Policies (New Haven, CT: Yale University Press).

3. See Chapter 2 by Keller and Nicholas and Chapter 26 by Hansen in this volume.

4. On the status of international negotiations and their achievements, see Chapter 25 by
Chappe in this volume.

5. The full team consists of Alain Haurie, Frédéric Babonneau, Neil Edwards, Phil Holden,
Amit Kanudia, Maryse Labriet, Barbara Pizzileo, and Marc Vielle.

6. The entire team consists of Ottmar Edenhofer, Christian Flachsland, Michael Jakob, and
Kai Lessmann.
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CHAPTER 2

IMPROVING CLIMATE
PROJECTIONS TO BETTER INFORM
CLIMATE RISK MANAGEMENT

KLAUS KELLER AND ROBERT NICHOLAS

2.1 INTRODUCTION

HumMmaN activities have changed the Earth’s climate (Alley et al., 2007). These anthro-
pogenic climate changes impose considerable risks on current and future generations
(Adger et al., 2007). What are sound strategies to manage these risks? On global
and long-term scales, the United Nations Framework Convention on Climate Change
(UNFCCC) calls for mitigation of greenhouse gas (GHG) emissions to “prevent
dangerous anthropogenic interference with the climate system” (UNFCCC, 1992).
Interpreting this phrase requires a value judgment (Oppenheimer and Petsonk, 2005).
One common interpretation is that the triggering of large-scale, persistent disconti-
nuities in the Earth system should be avoided (Keller et al., 2005, Schneider et al.,
2007). Examples of such discontinuities or “tipping points” include disintegration of
the Greenland and/or West Antarctic ice sheets, collapse of the North Atlantic ther-
mohaline circulation, and weakening of the South Asian monsoon (Figure 2.1). A
more recently discussed instrument for climate risk management is the deliberate engi-
neering of the Earth’s climate system, so-called geoengineering, for example, through
injection of aerosol precursors into the stratosphere to reflect incoming sunlight back
to space (Schelling, 1996; Crutzen, 2006; Bonnheim, 2011). On local and shorter time
scales, risk management options focus on adapting to changing climates, for example,
by increasing the height of coastal defenses (Figure 2.2).

Climate projections represent an important input to the design of risk management
strategies. Climate projections are used, for example, to (1) characterize the probability
associated with different future sea level rise scenarios (Meehl et al., 2007), (2) project
impacts and risks (van Dantzig, 1956; Lempert et al., 2012; Tebaldi et al., 2012),
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FIGURE 2.2 Overview of key climate risk management instruments (middle row)
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(3) assess how quickly current uncertainties might be resolved (Keller and
MclInerney, 2008), and (4) assess tradeoffs among different strategies (Goes et al., 2011;
Lempert et al., 2012).

2.2 WHATAREDECISION-RELEVANT CLIMATE
PROPERTIES, TIME SCALES, AND
UNCERTAINTIES?

Climate change decision problems differ in the relative importance of climate prop-
erties, time scales, and uncertainties. We discuss these differences for two example
decision problems: (1) adapting a coastal infrastructure to future sea level changes and
(2) designing a global mitigation strategy.

Climate quantities relevant to decisions about adapting a coastal infrastructure to
future sea level changes include (1) changes in local sea level, (2) short-term vari-
ability (e.g., the properties of storm surges), and (3) the rate at which uncertainties
can be reduced (cf. van Dantzig, 1956; Lempert et al., 2012). The relevant time
scales are determined by the lifetime of the infrastructure (accounting for poten-
tial lock-in effects) and the time horizon of private decision makers (van Dantzig,
1956; Lempert et al., 2012). These considerations suggest that a decadal time scale
is most relevant. Sea level rise (SLR) adaptation decisions are an example of low-
probability/high-impact events being considered as key drivers of climate risk man-
agement strategies (van Dantzig, 1956). For example, infrequent but highly damaging
flooding events are of obvious importance for such decisions. Probabilistic estimates
of these events are often complicated by disagreements among experts and decision
makers as to the likelihood of floods of particular magnitudes; that is, there exist
several probability density functions. This situation is often described as deep, Knigh-
tian, or second-order uncertainty (Knight, 1921; Lempert, 2002; Knutti and Hegerl,
2008).

Compared to local adaptation decisions, the design of global-scale climate risk man-
agement strategies through mitigation requires climate projections covering longer
time scales, larger spatial scales, and including additional climate characteristics. One
key policy-relevant question is the probability of triggering a dangerous anthropogenic
interference with the climate system in the UNFCCC sense (UNFCCC, 1992; Urban
and Keller, 2010). The very long time scales (centuries to millennia) that must be con-
sidered for mitigation decisions are sometimes characterized as “ethically relevant”
(Lenton et al., 2008). Many integrated assessment models of the coupled human—
natural system that are used to analyze mitigation decisions are silent on these very
long time scales (cf. Keller et al., 2004; Nordhaus 2008).
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2.3 How WELL Do CURRENT CLIMATE
ProjeECTIONS COVER THESE
DECISION-RELEVANT CLIMATE
PROPERTIES, TIME SCALES, AND
UNCERTAINTIES?

Current climate projections cover important aspects of these decision-relevant proper-
ties, time scales, and uncertainties, but there are still large gaps. Projections generally
cover the decadal time scale reasonably well (Church et al., 2011), but projections of
short-term (intra-annual) variability (e.g., through changes in storm surges) are still
in the early stages (Bromirski et al., 2003; Mousavi et al., 2011; Tebaldi et al., 2012).

For the design of global scale mitigation strategies, the projections (or the way they
are communicated) are often silent on the ethically relevant, and very long, time scale
over which current GHG emissions affect future welfare (Figure 2.1). Consider, for
example, the possibility that GHG emissions might trigger collapse of the Atlantic
meridional overturning circulation or disintegration of the Greenland ice sheet (Keller
et al., 2005, 2008; Lenton et al., 2008). For example, the previous report from the
Intergovernmental Panel on Climate Change (IPCC) (Alley et al., 2007) states that: “it
is very unlikely [the meridional overturning circulation] will undergo a large abrupt
transition during the 21st century” Note that this statement is silent on the ques-
tion whether such an event would be triggered in this century. Owing to the potential
sizeable delays between triggering and experiencing climate threshold responses, the
probability of triggering a threshold event in the 21st century may far exceed the
probability of experiencing it (Alley et al., 2003; Urban and Keller, 2010).

Current climate projections have drastically improved in characterizing decision-
relevant uncertainties, but they still neglect many potentially important uncertainties
(O'Neill et al., 2006; Alley et al., 2007; Keller et al., 2008; Liverman et al., 2010). The
resulting overconfidence can lead to risk estimates that are biased toward smaller values
and, as a result, too-small investments in risk management (cf. Sriver et al., 2012).

The flooding risk estimate of Purvis et al. (2008) helps demonstrate this effect
(Figure 2.3). Purvis et al. (2008) fit a triangular probability density function to the
range of SLR projections in 2100 from the third IPCC assessment report (Church
and Gregory, 2001) (0.09 to 0.8 m; Figure 2.3). As stated by Purvis et al. (2008),
there is a “low but poorly determined probability that (an) ice sheet collapse may
result in SLR of >0.88 m by 2100,” but this deeply uncertain possibility is neglected.
Accounting for the possibility of rapid ice sheet changes increases projected SLR to
approximately 0.8 to 2 m (Pfeffer et al., 2008), and likely even wider (Sriver et al.,
2012) (Figure 2.3). The overlap between these SLR probability density functions
is minimal, and the most probable value from the Purvis et al. (2008) probabil-
ity density function is outside the range given by the projections of Pfeffer et al.
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FIGURE 2.3 Comparison of sea level rise projections for the year 2100 adopted by Purvis
et al. (2008) for a risk estimate and a more recent range of projections provided by
Pfeffer et al. (2008).

(2008). For vulnerable areas, even a small increase in the upper bound of SLR can
result in a substantial change in the probability of damaging floods (Sriver et al.,
2012).

Thus, risk analyses based on overconfident projections that cut off plausible values
(e.g., Purvis et al., 2008) can underestimate the risks of negative outcomes. Factors
that can cause this overconfidence include (1) limited knowledge about processes
and parameters, (2) limited computational resources that cause neglect of potentially
important uncertainties, and (3) information loss in the use of climate projections
to inform analyses of risk and decision making (cf. Hammitt and Shlyakhter, 1999;
Oppenheimer et al., 2008; Ricciuto et al., 2008). The errors due to overconfidence are
relevant, for example, for the design of flooding protection infrastructure that aims to
limit the flooding probability to low values. One design criterion is, for example, to
reduce the flooding frequency to one flood in a 10,000-year time span (Vrijling, 2001;
Eijgenraam, 2007).

2.4 RESEARCH NEEDS

Promising avenues for improving the utility of climate projections to inform decision
making include (1) a tighter collaboration between the producers and users of climate
projections, (2) an improved characterization of deeply uncertain tails of the projection
probability density functions, and (3) an expanded focus on the dynamics of learning
and its effect on sequential decision making. We discuss these research avenues and
point to relevant literature.
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First, the analysis of climate risk management strategies requires an integrated
and transdisciplinary approach linking disciplines such as decision science, Earth sci-
ences, economics, philosophy, and statistics (Figure 2.4). This integrated approach
is important because many decision-relevant questions span academic disciplines and
because the transdisciplinary collaborations help reduce communication errors (Keller
et al., 2008; Budescu et al., 2009; Lempert et al., 2012). Second, the characterization
of decision-relevant tails of the projection probability density function needs to be
improved to reduce biases in risk and decision analyses (cf. Figure 2.3). Approaches
such as model emulation, nonparametric Bayesian inversion, and expert elicitation
have broken new ground in these areas (Raper and Cubasch, 1996; Hankin, 2005;
Tomassini et al., 2007; Kriegler et al., 2009; Urban and Fricker, 2010; Urban and Keller,
2010; Zickfeld et al., 2010). Note that characterizing the decision relevance of tails in
a multivariate probability density function for climate projections requires the inte-
grated approach discussed earlier (Lempert et al., 2012). Third, interactions between
the dynamics of learning and sequential decision making can be important but thus
far are largely underexplored. Typical approaches include observation system simu-
lation experiments, scenario analyses, and optimal control methods. However, these
analyses typically consider highly stylized decision problems, observation systems, or
interactions between learning and decision making (cf. Kelly and Kolstad, 1999; Peter-
son et al., 2003; Keller et al., 2004; Keller and McInerney, 2008; Lempert et al., 2012).
The nexus of relatively recent methodological advances such as approximate dynamic

Earth System Science

How large are the
uncertainties?

What are the What might be
relevant value <«€——1—>» | actionable early-

decisions? warning signals?

What are the trade-

Economics offs between current
Philosophy and potential future
Statistics objectives?

Decision Science

FIGURE 2.4 A subset of the relevant academic fields, research questions, and transdisciplinary
interactions in climate risk management.
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programming (Powell, 2011; Pena-Alcaraz et al., 2011; Webster et al., 2012), com-
bined with emulators and the increasing availability of high-performance computation
environments, may enable new insights in this area.
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CHAPTER 3

ENERGY BALANCE CLIMATE
MODELS, DAMAGE RESERVOIRS,
AND THE TIME PROFILE OF
CLIMATE CHANGE POLICY

WILLIAM BROCK, GUSTAV ENGSTROM, AND
ANASTASIOS XEPAPADEAS

3.1 INTRODUCTION

ENERGY balance climate models (EBCMs) have been extensively used to study Earth’s
climate (e.g., Budyko, 1969; Sellers, 1969; North, 1975a,b; North et al., 1981; Wu and
North, 2007). The basic components of these models are incoming solar radiation, out-
going infrared radiation, transportation of heat across the globe, and the presence of
an endogenous ice line where latitudes north (south) of the ice line are solid ice and lat-
itudes south (north) of the ice line are ice free. The ice line has the important property
of regulating the energy heat budget where the location of the ice line determines how
much of the incoming solar radiation is reflected back out to space. Ice-covered areas
have a higher albedo, implying that they absorb less of the incoming solar radiation,
thus contributing less to planetary warming.

In the economics literature, climate change is often studied in the framework of Inte-
grated Assessment Models (IAMs) featuring carbon cycles and temperature dynamics
(e.g. Nordhaus, 1994; Tol, 1997; Nordhaus and Boyer, 2000; Hope, 2006; Nordhaus,
2007). These models typically feature empirically calibrated, for the most part linear,
climate modules capturing global average estimates of, for example, atmospheric tem-
perature levels. This approach tends to ignore the complexities associated with heat
transportation across latitudes and ice-albedo feedback effects that lie at the heart of
the Energy Balance Climate Model (EBCM) literature.! The importance of ice-albedo
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feedback effects and latitudinal heat transportation in regulating the climate was rec-
ognized early in efforts to represent the Earth’s climate with EBCM’s that uncovered
the disconcerting possibility that a relatively small decrease in the solar input could
lead to catastrophic global glaciation, the result of a runaway ice albedo feedback
(North, 1984). Similarly it was also shown that the ice-albedo feedback effect could
have an equally strong amplifying effect on the climate when driven by increasing con-
centrations of atmospheric carbon dioxide (Wang and Stone, 1980). This showed how
something happening at one particular latitude, the albedo changing due to ice line
movements, could act to affect the global mean climate. Such feedback effects have also
been associated with the notion of climate “tipping points,” defined as points where a
small forcing is enough to set of a chain of interactions causing a major change in
behavior of the system (Roe and Baker, 2010). The potential threats associated with
such tipping points has raised much concern within the climate science community in
recent years (see e.g., Kerr, 2008; Lenton et al., 2008; Smith et al., 2009).

In the present chapter we couple a latitude-dependent EBCM with an endogenous
ice line based on the model by North (1975a,b) with a simplified economic growth
model. This allows us to investigate what new insights might be gained regarding
the time profile of mitigation policy and distribution of damages when accounting
for increased complexitity in terms of the ice-albedo feedback and latitudinal heat
transport. The explicit presence of a spatial dimension and an ice line, whose lati-
tude is determined endogenously, also suggests a different damage profile for sources
of damages connected to the movement of the ice line. This does not appear in tradi-
tional JAMs. In particular, we differentiate between two types of damages from climate
change, traditional gradually increasing damages and a damage reservoir type, where
the latter represents a finite source of economic damage associated with the movement
of the ice line. Damage reservoirs in the context of climate change can be regarded as
sources of damage that eventually will cease to exist when the source of the damage has
been depleted. We identify ice caps and permafrost as typical damage reservoirs, where
the state of the reservoir is connected to the latitudinal position of the ice line.

Concerning the ice caps, the movement of the ice line closer to the poles is clearly
connected to shrinking ice caps. We consider the implied damages caused by sea level
rise due to the release of water from melting glacial ice sheets. We might expect that
marginal damages from melting ice caps will increase slowly at first, accelerating to a
peak but then eventually diminishing as the ice line approaches the Poles. When there
is no ice left on the Poles this damage reservoir will have been exhausted. The exact
shape of an ice cap specific damage function is of course unknown; it might as well
be that damages are proportional to the size of the ice caps so that marginal damages
are initially high but diminish as more ice is melted.> However, regardless of the inter-
mediate behavior, claiming that marginal damages due to ice melting must eventually
be zero when all ice has melted is hardly controversial. Thus as human activities move
the ice line toward the North Pole the ice area lost diminishes and marginal damages
diminish also. The presence of an endogenous ice line in the EBCM allows us to model
these types of damages explicitly given the relevant information.?
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Permafrost is also related to damage reservoirs. Permafrost or permafrost soil is soil
at or below the freezing point of water (0°C or 32°F) for two or more years. Per-
mafrost regions occupy approximately 22.79 million square kilometers (about 24%
of the exposed land surface) of the Northern Hemisphere (Zhang et al., 2003). Per-
mafrost occurs as far north as 84°N in northern Greenland, and as far south as 26°N in
the Himalayas, but most permafrost in the Northern Hemisphere occurs between lati-
tudes of 60°N and 68°N. (North of 67°N, permafrost declines sharply, as the exposed
land surface gives way to the Arctic Ocean.) Recent work investigating the permafrost
carbon pool size estimates that 1400—-1700 Gt of carbon is stored in permafrost soils
worldwide. This large carbon pool represents more carbon than currently exists in all
living things and twice as much carbon as exists in the atmosphere (Tarnocai et al.,
2009). The thawing of permafrost as high latitudes become warmer can also be mod-
eled in this context. Thawing of permafrost is expected to bring widespread changes
in ecosystems; increase erosion; harm subsistence livelihoods; and damage buildings,
roads, and other infrastructure. Loss of permafrost will also cause release of greenhouse
gases (GHGs) methane in wetter areas and CO; in dryer areas. Furthermore, per-
mafrost damages are related to damage reservoirs since when permafrost is gone they
will vanish provided appropriate adaptation has been implemented.* Once again the
exact shape of the damage function in the intermediate is unknown, but it is clear that
damages must eventually diminish once all GHGs trapped in the soil has been released.
The permafrost feedback also suggests that permafrost carbon emissions could affect
long-term projections of future temperature change. An increase in Arctic tempera-
tures could release a large fraction of the carbon stored in permafrost soils. Studies
indicate that up to 22% of permafrost could be thawed already by 2100. Once unlocked
under strong warming, thawing and decomposition of permafrost can release amounts
of carbon until 2300 comparable to the historical anthropogenic emissions up to 2000
(approximately 440 GtC) (von Deimling et al., 2011).

To the best of our knowledge, we believe this to be the first attempt at introduc-
ing an explicit spatial dimension to the climate module of a climate-economy model
that also connects the spatial aspects to the temporal profile of climate damages. This
helps in understanding how latitude-dependent damages might affect decision mak-
ing related to climate change. To be more precise, by allowing for damage reservoirs, as
described above, we explicitly introduce two types of damage functions having differ-
ent temporal profiles. These are the traditional damage function used in most IAMs, in
which damages increase monotonically with temperature, and a damage function asso-
ciated with damage reservoirs. The damage reservoir function is given a similar form
as the traditional damage function with the exception that there exists a point where
marginal damages will start to decline and eventually become zero, implying that dam-
ages are bounded from above. This is related to the idea that once the ice caps are gone
and the thawed permafrost has released most of its carbon, then reservoir damages
will be exhausted. Our results suggest that endogenous ice lines and damage reservoirs
introduce non convexities that induce multiple steady states and Skiba points. The pol-
icy implication of these results is that when damage reservoirs are ignored we have a
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unique steady state and the policy ramp is monotonically increasing. That is, carbon
taxes start at low levels and increase with time, which is the “gradualist approach” to
climate policy (Nordhaus, 2007, 2010, 2011). On the other hand, the existence of dam-
age reservoirs and multiple steady states induced by endogenous ice lines results in
policy ramps, which suggests increased mitigation now, the opposite of what is advo-
cated by the gradualist approach. Furthermore, by incorporating damage reservoirs
into a DICE type model, our simulations suggest a U-shaped policy ramp with high
mitigation now.>

The rest of the chapter is structured as follows. Since EBCMs are new in economics
we proceed in steps that we believe make this methodology accessible to economists. In
Section 3.2 we present a basic energy balance climate model® that incorporates human
impacts on climate that result from carbon dioxide (CO;) emissions that eventually
block outgoing radiation. In developing the model we follow (North, 1975a, b) and
use his notation. Section 3.3 couples the spatial EBCM with an economic growth model
characterized by both traditional and reservoir damages. We show that nonlinearities
induced by endogenous ice lines and reservoir damages result in multiple steady states
and Skiba points. Section 3.4 derives similar results in a model more similar in struc-
ture to most IAM’s. Finally, in Section 3.5 we simulate the well known DICE model
allowing for damage reservoirs and derive a U-shaped policy ramp. The last section
concludes the chapter.

3.2 ASIMPLIHED ONE-DIMENSIONAL ENERGY
BALANCE CLIMATE MODEL

In this section we present a simplified integrated model of economy and climate, with
the climate part motivated by the one-dimensional energy balance models described
in the introduction. The term “one-dimensional” means that there is an explicit spatial
dimension in the model, measured in terms of latitudes. The important feature of
these models is that they allow for heat diffusion or transportation across latitudes
which increases the relevance of the models in describing climate dynamics. Let T'(x, t)
denote the surface temperature at location (or latitude) x and time ¢ measured in °C.
Climate dynamics in the context of the ECBM (e.g., North, 1975a, b; North et al., 1981)
are defined as:

CcaTgf 2 = QS(x)a(x,x5) — [A+ BT (x,t) — g(M(t))]
d L 0T(x, 1)
+Da |:(1—x ) x } (3.1)

Ts = T(xs5(1),t) (3.2)
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where x denotes the sine of the latitude “x,” where units of x are chosen so that x =0
denotes the Equator, x = 1 denotes the North Pole” and to simplify we just refer to x as
“latitude.” C, denotes the effective heat capacity per unit area of the earth.® A and Bare
empirically determined constants that are used to relate the outgoing longwave infrared
radiation flux I(x, t) measured in W/m? at latitude x at time ¢ with the corresponding
surface temperature T(x, t) through the following formula,’

I(x,t) = A+ BT(x,t) (3.3)

where g(M(¢) denotes forcing induced by the atmospheric CO; concentration given
by M(t). A common form for g(M(t) is a logarithmic form identifying the amount of
global warming that can be induced from a doubling CO, levels.'? For the qualitative
exercise we pursue in this chapter we will, however, assume a simple linear form in
order to keep technicalities to a minimum. More about this below. Q is the solar con-
stant divided by 4.!! As pointed out by North (1975b), in equilibrium at a given latitude
the incoming absorbed radiant heat is not matched by the net outgoing radiation and
the difference is made up by the meridional divergence of heat flux, which is modeled
by the term D% [(1 — xz)%]. Several forms are possible here; the seminal contri-
butions by Budyko (1969) and Sellers (1969) both differ in their parameterizations and
structure of heat diffusion. Our form follows that of North (1975a,b) featuring a sin-
gle thermal diffusion coefficient D which is a calibration parameter determining both
heat diffusion and temperature anomalies across latitudes.'? S(x, t) is the mean annual
meridional distribution of solar radiation, which is determined from astronomical
calculations and ban be uniformly approximated within 2% by

S(x) =14 S5 P(x) (3.4)

with S, = —0.482 and where P;(x) = (3x%> — 1)/2 is the second Legendre polynomial
(North, 1975a). Note that S(x) has been normalized so that its integral from 0 to 1
is unity, which implies that the integral of incoming radiation reaching the Earth is
given by Q. a(x, x5(t)) is the absorption coefficient which equals one minus the albedo
of the Earth—atmosphere system, with x;(¢) being the latitude of the ice line at time
t. In equation (3.5) below the ice line absorption drops discontinuously because the
albedo jumps discontinuously. North (1975b), page 2034, equation (3) specifies this
co-albedo function as:!?

by =0.38 X > Xs oy = 0.697

ag+arPr(x) x<x, ~ ay=—0.0779. (3.5)

a(x,x;) = {
where P;(x) = (3x> — 1)/2 represents the second Legendre polynomial. In this set-

up the ice line is determined dynamically by the following condition from (Budyko
(1969), North (1975a,b)):

T > —10°C no ice line present

T <—10°C ice present (36)
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finally equation (3.2) determines the location of the ice line (x;(#)). Given the above
specification the temperature (T;) constitutes a break even temperature where tem-
peratures below this level are assumed to be ice covered over the whole year and vice
versa. Hence, by setting T; = —10 as in Budyko and North we can solve the equation
Ts = T(xs(t),t) for xs(t) which is needed in order to determine the solution to (3.1)
for given levels of atmospheric carbon dioxide M(t). Equation (3.1) thus states that
the temperature at any given latitude is determined by the difference in incoming
solar radiation QS(x)oe(x, xs) and outgoing radiation heat radiation I(x, t) adjusted for
latitudinal heat flux D-% gl e

Although the introduction of heat diffusion adds extra complexity, since it defined
through the use of partial differential equations, a more simplified approach is available
through the use of Legendre approximation methods as introduced by (North, 1975b).
The solution can then be approximated by

T(x,t) ZT )P, (x) (3.7)

nEven

where T,(t) are solutions to appropriately defined ordinary differential equations
(ODEs) and P,(x) are even numbered Legendre polynomials. A satisfactory approx-
imation of the solution for (3.1) and (3.2) within a few percent, can be obtained by
the so-called two-mode solution where n = {0,2} (North, 1975b).1% The two-mode
approximation is thus defined as T(x, t) = Tyo(t) + T2 (#) P2 (x) where Ty(t), is the first
mode, and T,(t), the second mode. Hence, a two-mode approximation to the system
(3.1) and (3.2) can be obtained from the solution to the following system of differential
algebraic equations:

Ce ? —(A+ BTo(t / QS(x)ax (x, x5(t))dx 4 g (M (1)) (3.8)
C dd— =—(B+6D)T,(t +5/ QS(x)o(x, x5(t)) Py (x)dx (3.9)
T(x,t) = To(t) + Ta(t)Pa(x) (3.10)
T(xs,t) = T (3.11)

where P;(x) = (3x*> —1)/2 is the second Legendre polynomial that provides the spatial
dimension to the solution. Note that the constant ice line temperature Ts = —10 is
needed in order to determine the position of the ice line x; and hence the co-albedo
a(x,x5(t)) of (3.8) and (3.9).

From the two-mode approximation of the temperature, we obtain the global mean
temperature Ty(t), which is just the integral of T(x,t) over x from zero to one. The
variance of the temperature can be defined as

1 1 2
vT=fO [T(x,t)—To(t)]zdxz/O <T2<t>Pz<x>>2dx=@ (3.12)
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Likewise, local temperature means at specific latitudes (x,x + dx) are given by
[To(t) + To(t)Py(x)] dx, so that the mean temperature over a set of latitudes, Z =
[a, b], can thus be defined as

b
m{a,b] = f [To(6) + To(£)Pa(x)] dx (3.13)

while the variance of temperature over the set of latitudes Z = [a, b] is

b
V[a,b]:/ [To(t) + To(t)Py(x) — m|[a, bst]]? dx. (3.14)

When the area Z = [a, b] is introduced, it is plausible to assume that utility in each
area [a, b] depends on both the mean temperature and the variance of temperature in
that area. For example, we may expect increases in mean temperature and variance
to have negative impacts on output in any area Z, if it is located in tropical latitudes.
In contrast, mean temperature increases in some areas Z (e.g., Siberia) may increase
rather than decrease utility.!* Existing dynamic IAMs cannot deal with these kinds of
spatial elements, such as impacts of changes in temperature variance, generated by
climate dynamics over an area Z.

In the climate model M(¢) is the stock of the atmospheric CO;. This stock affects the
evolution of the temperature through the function g, and evolves through time under
the forcing of human inputs in the form of emissions of Greenhouse gases (GHGs)
h(x, t) emitted at latitude x and time t.

For the human input we assume that emissions h(x, t) relate to M(t) by the simple
equation

M(t) = h(t) — mM (¢) (3.15)

where h(t) = fol h(x, t)dx and m is the carbon decay rate. To simplify the exposition
we reduce the number of state variables in the problem by assuming that M (¢) has
relaxed to a steady state and it relates to /i (#) through the simple linear relation M (t) =
(1/m)h(t). Thus we approximate g (M (t)) by a simple linear relation y ki (t).!> In this
model the latitude of the ice line can move in time in response to changes in human
input since the ice line solution depends on h(t). Moving of the ice line toward the
poles generates the damages related to damage reservoirs.

The climate model (3.8)—(3.11) that incorporates human input, which affects the
evolution of temperature can be further simplified by following simplifications pro-
posed by Wang and Stone (1980) which suggest that an approximation for the solution
equation T(x,t) = Ty(t) + T>(t) P,(x) can be achieved by replacing T(#) by an appro-
priate constant. Then dT'(x, t)/dt = dTy(t)/dt, where Ty(t), is global mean surface (sea
level) temperature. Writing T (¢) = To(¢) the evolution of the global mean temperature
can be approximated by:

dT(t)

1
G = —a- BT+ / [QSWalxx()] de+gM(B).  (3.16)
0
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Thus the Wang and Stone (1980) approximation reduces the model to one whose
evolution is described by (3.16). Wang and Stone (1980) (equation 3.3) calibrate the
model to get a simple equation for the ice line

x5(t) = (jce + bice T(t))1/2> Aice = 0.6035, b, = 0.02078. (3.17)

3.3 THEEcoNOoMIC-CLIMATE MODEL: DAMAGE
RESERVOIRS AND MULTIPLE STEADY STATES

We introduce the two types of damages due to climate change mentioned earlier. Let
us define these damages by two functions D; (T(¢)) and D, (x,(t)), where 1 denotes the
traditional damages due to temperature rise, and 2 denotes damages due to reservoir
damages from movement of the ice line toward the north and permafrost melting. A
simplified integrated EBCM can be developed along the following lines.

We consider a simplified economy with aggregate capital stock K. An amount
K, from this capital stock is diverted to alternative “clean technologies.” Output in
the economy is produced by capital and emissions h according to a standard pro-
duction function F(K — Ky, h + ¢K;), where ¢ is an efficiency parameter for clean
technologies.!® The cost of using a unit of & is Cy,(h), with C,(0) =0, C;l > 0, C;; > 0.
The use of emissions can be reduced by employing clean technologies at an effec-
tive rate ¢ K,. Denoting consumption by C, net capital formation in our simplified
economy is described by

dK

E=F(K—K2,h+q>K2)—C—Ch(h)—éK (3.18)
where § is the depreciation rate on the capital stock. Assuming a linear utility function
or U(C) = C, we consider the problem of a social planner that seeks to maximize
discounted lifetime consumption less damages from climate change subject to (3.16),
(3.17), and (3.18).

In this set-up the problem of the social planner can be described, in terms of the
following Most Rapid Approach Problem (MRAP) problem,!”

V(T(0)) = max/oo e P [F(K — Ko, h+ ¢Kp) — Cu(h) — (8 + p)K (3.19)
0

—D1(T(t)) — Da(x(t))] dt
subject to (3.17) and

dT(t)
©dt

1
\D(T(t)):/ [QS2(x)ax(x, x5(2))] dx , T(0) = To, (3.21)
0

=—A—BT(t) +yh(t) +¥(T(1)), (3.20)
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where V(T(0)) is the current value state valuation function, p is the subjective rate of
discount on future utility, and the nonlinear function W(T(t)) is an increasing func-
tion of T (North, 1975a). Problem (3.19)—(3.21), after the successive approximations
have been made, has practically been reduced, regarding the climate part, to a zero-
dimensional model as found in North et al. (1981). We believe that this exercise is of
value because it outlines a pathway to extensions to one-dimensional models and is
even suggestive via the Legendre basis method of how one might potentially extend the
work to two-dimensional models on the sphere.'® Problem (3.19)—(3.21) is in princi-
ple tractable to phase diagram methods with the costate variable on the vertical axis
and the state variable on the horizontal axis.

At this point, it should be noted that technical change and population growth could
also have been introduced in the form of Harrod neutral (labor augmenting) techni-
cal change, a formulation that is required for consistency with balanced growth in the
neoclassical context. Balanced growth formulations allow us to conduct phase diagram
analysis as in the text below. In this case the production function might be written as
F(K— K, h+¢K,,AL), where F is a constant returns to scale production function and
dA/dt = gA, dL/dt = nL, where g is the rate of exogenous labor augmenting technical
change and 7 is the population rate of growth. Output, capital, consumption, emis-
sions, and the capital accumulation equation (3.18) can thus be defined in per effective
worker (AL) terms. However, the temperature dynamics (3.21) and (3.23) now have
a non-autonomous term due to exponentially growing emissions. Dealing with this
problem while staying within a framework of autonomous dynamics, requires intro-
duction of emission reducing technological progress at an appropriate rate in order to
be able to transform the temperature dynamics into a stationary form so that phase dia-
gram techniques of analysis of autonomous systems can still be applied. However, this
is beyond the scope of the current chapter. In the current chapter we wish to show how
spatial EBCMs can be integrated with capital accumulation models in economics while
preserving analytical tractability. The time stationary analysis developed here indicates
that a full analysis of more realistic non stationary systems is potentially tractable now
that we have pointed the way in this chapter.

Returning to our time stationary framework, we feel that insights are gained
more rapidly by analyzing the following qualitatively similar problem that is strongly
motivated by the problem (3.19)-(3.21):

V(T(0)) = InaX/ooe_'Ot [F(K — Ky, h+¢Ky) — Cp(h) — (84 p)K (3.22)
0
—Di(T) — D(T)] dt

dar
s.t. i ar —brT+ crh,(ar,br,cr) > (0,0,0) (3.23)
where D/l(T) = a1 T, implying increasing marginal damages due to temperature
increase, while D;(T) is a function increasing at low T reaching a maximum and
then decreasing gradually to zero. The shape of D,(T) is intended to capture initially
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increasing marginal damages associated with damage reservoirs that reach a maximum
as temperature increases, and eventually vanish once the polar ice caps are gone.

The exposition of a number of issues related to damages functions is useful at this
point. Assuming a quadratic or a higher degree power function for damages D;(T)
due to temperature increase is consistent with damages related to falling crop yields or
reduction to ecosystem services, and this has been the shape adopted in many IAMs.
To consider a plausible shape for D,(T) we have argued in the introduction that as the
ice line moves toward the north, marginal damages must eventually tend to zero when
the ice cap disappears. Similar behavior is expected by permafrost. Once permafrost is
gone further damages associated with permafrost thawing should vanish. A potential
damage function invoking these properties is the S-shaped function used in Brock and
Starrett (2003) to describe internal loading of phosphorus in a lake system. This func-
tional form has similar qualitative properties as the traditional damage function up to
a certain point where marginal damages starts to decline eventually approaching zero.
Furthermore, we argue that the combination of these two damage functions, D (T)
and D,(T), each one associated with climate change impacts having different time
profiles and being disciplined by scientific evidence, provides a more comprehensive
description of the problem.

To further analyze the economic part of the problem, define

a(h)= max {F(K—-K;,h+¢K;)—(§+ p)K}. (3.24)
K=0,K;>0
Since we assume that F(-,-) is concave increasing, 7w (h) is an increasing concave func-
tion of h.!'° We may now write down the current value Hamiltonian and the first-order
necessary conditions for an optimum,

H(h, T,A1) =7 (h) — Cp(h) = DI(T) — Do(T) + Ar(ar — brT+crh)  (3.25)
7'(h) = C}, — Arer = h= (A1), K" (A1) > 0, (3.26)

where it is understood in (3.26) that the inequality conditions of boundary solutions
are included, and

dr
AT brT+ crh* (A1), T(0) =Ty (3.27)
dx
d—tT=(,0+bT))~T+a1T+D/2(T)- (3.28)
We know that since Ar(f) = a‘g(TT(S)) = V/(T(t)) < 0, the costate variable can be

interpreted as the shadow cost of temperature. We also know that if a decentralized
representative firm pays an emission tax, then the path of the optimal emission tax is
—X,r(t). We can study properties of steady states of the problem (3.19)—(3.21) by ana-
lyzing the phase portrait implied by (3.27)—(3.28). The isocline dT/dt = 0 is easy to

draw for (3.27). Along this isocline we have % = b;*/ > 0, by using (3.26), thus along
T

this isocline At is increasing in T. There is a value At such that if A7(#) < A1, then




ENERGY BALANCE CLIMATE MODELS, DAMAGE RESERVOIRS, AND TIME PROFILE 29

h* =0 and ar/br = T. If there are no ice line damages, the dir / dt isocline is just a
linear decreasing function of T thatis zeroat T =0, or A7 = ) + h T, which implies
that A7 < 0 for all T > 0. Now add the damages emerging from the damage reservoir
to this function. The isocline is defined as

arle o @THD(D) iy i+ Dy(T)
=0 (o+br) ~ dT (0o +br)
With an S-shaped function representation of D,(T), Dg (T) is positive and decreasing,
it becomes negative, reaches a minimum, increases, and then approaches zero. This
induces a nonlinearity to the di7/dt = 0 isocline. In general it is expected that this
isocline will have an inverted N-shape, which means that with an increasing dT/dt =0
isocline if a steady state (T,x7) exists, there will be either one or three steady states.
To study the stability properties of these steady states we form the Jacobian matrix of

(3.27)—-(3.28),
=z —br crh® (A1)
](T,AT)—[ w+DUT)  brp } (3.29)

If at a steady state a; + D; (T) > 0 so that the dir/dt = 0 isocline is decreasing then
det J(T,A7) < 0 and the steady state is a local saddle point. If a; + Dg(T) < 0 so that
the dir/dt = 0 isocline is increasing, the steady state is an unstable spiral.>’ Thus when
a unique steady state exists it will be a saddle point. The case of three candidate optimal
steady states T) < T, < T is of particular interest. In this case, given the shapes of the
two isoclines, the smallest one and the largest one are saddles and the middle one is
an unstable spiral. Thus we have a problem much like the lake problem analyzed by
Brock and Starrett (2003), and following a similar argument, it can be shown (under
modest regularity conditions so that the Hamiltonian is concave—convex in T') that
there are two value functions, call them, Vinitigate (T) and Vadapt(T), and a “Skiba” point
Ts € (T1, T3) such that Viitigate(Ts) = Vadapt(T5). For Ty < Ty, it is optimal to follow
the costate/state equations associated with Viitigate(T) and converge to T1, while for
To > T it is optimal to follow the costate/state equations associated with V,qapi(T)
and converge to T3. In Figure 3.1 we present this situation for an appropriate choice of
functional forms and parameters.?! Besides the solution path the figure also plots the
isoclines both with and without ice line damages. Without ice line damages we have
the case when the A r-isocline is a linear decreasing function of T, implying that we get
a unique global saddle point at the crossing of the i1 =0, T = 0 isoclines denoted by
T, For the case with ice line damages, on the other hand, we get the inverted N- shaped
AT, isocline giving us a “Skiba” point T; lying just between the unstable spiral T, and
the local saddle point T3. Hence, for low initial Ty < T, it will be optimal to levy a low
initial carbon tax even though there is a polar ice cap threat and then gradually increase
the carbon tax along a gradualist policy ramp. However, if Ty € (T}, Ty), it is optimal
to tax carbon higher at Tj) and let the tax gradually fall. But if the initial temperature is
large enough, the ice caps are essentially already gone and damage reservoirs have been
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FIGURE 3.1 Phase diagram for the system (3.27)—(3.28). See appendix B for details on the
numerical procedure. Parameter estimates can be found in table 3.1.

exhausted. Then the optimal thing to do is to tax carbon initially quite modestly but
along an increasing schedule through time to deal with the rising marginal damages
due to temperature rise. Figure 3.1 thus shows how the qualitative picture changes
completely when a different shape for the ice line damage function is considered. In
particular, the area T € (T, Ts) is of interest since, if ice line damages go unaccounted
for, the optimal strategy will be to levy a low carbon tax which eventually will raise
temperature to T, while in a model with ice line damages included the exact opposite
will be true, implying a decrease in temperature to T.

It is important to note that this stationary model is not rich enough to capture the
eventual rather sharp increase along the “gradualist” policy ramp of (Nordhaus, 2007,
2010) because in Nordhaus’s case the business-as-usual (BAU) emissions path would be
growing because of economic growth. Thus the damages from temperature rise alone,
growing quadratically as the quantity of emissions grows, would lead to the gradualist
path of carbon taxes “taking off” in the future. However, this simple stationary model
does expose the new behavior of a higher initial carbon tax for Tj € (Ty, T).

3.4 ENERGY BALANCEINTEGRATED ASSESSMENT
MODELS WITH DAMAGE RESERVOIRS

In this section we incorporate the framework of the simplified energy balance mod-
els developed above into a framework similar to well established IAMs such as the
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DICE/RICE models proposed by Nordhaus. We use notation close to that of Nord-
haus for the DICE/RICE part of the model. Consider the continuous time spatial
analog of Nordhaus’s equations (Nordhaus, 2007 Appendix 1 or Nordhaus, 2010 A.1-
A.20) where we have made some changes to be consistent with our notation and have
suppressed (x, t) arguments to ease typing, unless (x, ¢) is needed for clarity,

0 1
W:/ epf/ v(x)U(C)dxdt, (3.30)
0 0

where U(C) is utility and C is aggregate consumption at (x,t), and v(x) is a welfare
weight assigned to latitude x.?? Furthermore,

dK

Y,=C+— +38K (3.31)
dt

Y,=Q(1—A)Y, Y=FK) (3.32)

where, Y,(x, ) is output of goods and services at latitude x and time ¢, net of abate-
ment and damages; Q(T(x, t)) is the damage function (climate damages as fraction of
output) as a function of temperature at (x, t); A(x,t) is the abatement cost function
(abatement costs as fraction of output)?® at (x,t); and F(K(x,t)) is a concave pro-
duction function of capital. § is the usual depreciation rate of capital. As explained in
the previous section, technology and labor have been removed from the production
function in order to avoid problems of non-stationarity in the temperature equation.
Aggregate emissions at time ¢ are defined as:

1
E(t) = / o(1—pu(x1)Y(x,t)dx (3.33)
0

where o is ratio of industrial emissions to output (metric tons carbon per output at a
base year prices), and w(x, t) is the emissions-control rate at (x, ). Climate dynamics
in the context of the ECBM are given by (3.1) and (3.2). Notice that we have replaced
Nordhaus’s climate equations Nordhaus (2010), equations A.14-A.20) with the spatial
climate dynamics, (3.1) and (3.2).

Maximization of objective (3.30) subject to the constraints above is a very compli-
cated and difficult optimal control problem of the partial differential equation (3.1)
on an infinite dimensional space x € [0, 1]. We reduce this problem to a much simpler
approximate problem of the optimal control of a finite number of “modes” using the
two-mode approach described earlier.

For the two-mode approximation equations T(x, t) = To(t) + T>(t)P2(x), (3.1) and
(3.2) reduce to the pair of differential algebraic

1
Cc% = —(A—I—BTo)-i-/ QS(x)a(x,x5(t))dx+ y E (1) (3.34)
0
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1

Cc% =—(B+6D)T +5/ QS(x)a(x, x5(t)) Py (x)dx (3.35)
0

To(t) + Ta(t)Pa(xs(1)) = Ts, Ts = —10°C. (3.36)

Once again we have assumed emissions affect temperature in a linear fashion which is
sufficient for the qualitative exercise we are pursuing here. A more accurate representa-
tion can be found in Table 6.2 of the IPCC (2001) report. Further, since y adds nothing
qualitatively we set y = 1 and interpret o as the product of these two parameters in
what follows.

Before continuing notice that North’s two-mode approximation has reduced a prob-
lem with a continuum of state variables indexed by x € [0,1] to a problem where the
climate part has only two state variables. We can make yet a further simplification by
assuming, as in Section 3.3, that the utility function is linear, i.e. U(C) = C . This will
allow us to write (3.30) as the MRAP problem:

o] 1 00 1
W=/ ept/ UCdxdt:/ ept/ v[Q(1 —A)F—(p+8)K]dxdt. (3.37)
0 0 0 0

Note that for the two mode approximation, the damage function should be defined
as:

Q(T(x, 1)) = Q(To(?) + Ta(1) P2 (x)). (3.38)

To ease notation we introduce the inner product notation (f , g) = fol f(x)g(x)dx.
We may now write the current value Hamiltonian for the optimal control problem
(3.37) and show how we have drastically simplified the problem by using a two-mode
approximation,*

1
H=/ U|:Q(1—A)F—(/O‘FS)K-F%O’(I—,U,)F}dx
0 c
A

[(QSar,1) — A— BTo] + % [5(QSa, P,) — (B4+6D)T>]. (3.39)

c c

0

For the simplified problem (3.37), the capital stock and the emissions control rate
K*(x,t), uw*(x,t) are chosen to maximize H for each (x, t), which is a relatively simple
problem. However, there is one complication to be addressed. The absorption func-
tion «(x, x5(t)) depends on the ice line x;(#) where the ice line is given by a solution of

(3.36), that is,
_ Ts - T (t)
=2 (B5350) o0

where the subscript “+” denotes the largest inverse function of the quadratic func-
tion Py(x) = (1/2)(3x> — 1). Notice that the inverse function is unique and is the
largest one on the set of latitudes [0, 1]. Equation (3.40) induces a nonlinear depen-
dence of equations (3.34) and (3.35) through the absorption function, but no new
state variables are introduced by this dependence. An additional dependence induced
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by equations (3.34) and (3.35) as well as equation (3.40) is on the damage function,
which we parameterize as:

Q = Q(To(t), T2(t) P2 (x); x5(t), x) (3.41)

The first term in (3.41) represents damages to output at latitude x as a function of
average planetary temperature as in (Nordhaus, 2007, 2010) and the second term is an
attempt to capture extra damages due to climate “variance”. Note that the component
P3(x) is larger at x = 0 and x = 1 than it is at the “temperate” latitude x = (1/ 3)1/2
where P;(x) = 0. This is an admittedly crude attempt to capture the component of
damages due to “wetter places getting wetter” and “drier places getting drier” as well as
damages to arctic latitudes compared to temperate latitudes. But some of this depen-
dence can be captured also in the “x” term in the parameterization (3.41). Finally the
impact on damages at latitude x due to shifts in the ice line is captured by inclusion of
the ice line in (3.41). This is a fairly flexible parameterization of spatial effects (i.e., lat-
itude specific effects) that are not captured in the traditional non spatial formulations
of integrated assessment models.

3.4.1 Optimal Mitigation and Location Specific Policy Ramp

Let us first illustrate optimal mitigation using our two-mode simplification of our orig-
inal “infinite mode” problem with linear utility by considering a version of the problem
where the impact of policy {1¢(x, t)} on the location of the ice line x(¢) is ignored. That
is there is no ice line dependence of any functions of the problem including the absorp-
tion function. In this simplified case the albedo function depends only on x and thus
the terms (QS«, 1), (QSw, P,) do not depend on Ty(t), T>(¢) in (3.34) and (3.35). We
also start of by assuming that abatement costs are linear and given by A = ¢ i, ¢ > 0,
implying that the solution is of the bang-bang type. In Section 3.4.2 we will consider
a nonlinear version of abatement costs. Hence the two costate differential equations
become

dhro oH B LIF19)
I =2 o+ = o= | v ZE(1 = AP
ar P o, ('(H—CC) 0 /OUaTO( Fdx

dxr, oH B+6D a3
= Oohy — — — Ay — — (1 — A)Fd.
ar P o, <p+ C. ) 2 /0 Vo, (L~ A)Fx

(3.42)

Wang and Stone (1980) argue that one can even get a fairly good approximation of
T by exploiting how fast mode 2 converges relative to mode zero in equation (3.35) as
compared to (3.34). Hence we can further simplify the problem by assuming that T
has already converged to:

5(QSw, P;)

T2 = m (3.43)
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for each T(t).2> The Hamiltonian (3.39) for the case when the absorption function and

T, are constant can thus be written as2®
1 )\’0
H= U(Q(l—l/pr)F—(p—i—S)K)—i—Ea(l—u)F dx (3.44)
0 c
Ao
+E[Qa—A—BTO]. (3.45)

c

In this case we obtain the following switching decision rule for u*(x, t)

=0 <
w (x,t) 3 €[0,1] } for —Ao(t)y = MQ (3.46)
=1 > o
Q= Q(To(t),(T2P2(x))%, x) (3.47)
00 B 1
Ao(t) :/ ()60 [/ v(x)Q( — wu*)F@dx] ds. (3.48)
s=t 0 aTO

Suppose some type of institution wanted to implement this social optimum. One
way to do it would be to impose a tax t(1) = %Cm on emissions when individual
agents solve the static problems

max {Q—v¢Yu)F—(p+38)K—1(X)o(1 —u)F}. (3.49)
{1€[0,1],K>0}

We see right away that the first-order necessary conditions for the problem (3.49)
are the same with those resulting from the Hamiltonian function (3.44). Since F(K) is
a concave increasing function, then setting t(A) = %(t) implements the social opti-
mum. Note that the socially optimal emissions tax is uniform across all locations as
one would expect from (Nordhaus, 2007, 2010). There are, however, exceptions to a
uniform tax policy. In an accompanying paper, Brock et al. (2012b), we argue that if
the institutional infra structure is not in place to implement transfers from the rest of
the world to a heavily damaged latitude, then “income effects” argue that the heavily
damaged poor latitudes should pay less per unit carbon than heavily damaged, but rich
latitudes.

An important question arises at this point: What substantive difference does the
spatial climate model coupled to the economic model add that is not already captured
by nonspatial climate models? There are several important differences regarding policy
implications.

The emission reduction policy ramp wp*(x,) is location specific and dictates
w*(x,t) = 1 for all (x,t) where the relative welfare weight v(x) on welfare at that
location is small (recall that /01 v(x)dx = 1 by normalization). Assume that the dam-
age function Q2 = Q(Ty(1), (T2 P5(x))%,x) = Q(Ty(t), (T2 P2(x))?) is decreasing in both
arguments.?® This crudely captures the idea that damages increase at each latitude
as average planetary temperature, To(t), increases and as a measure of local climate
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“variance” (T>P»(x))? increases. Let R denote a set of “at risk latitudes” with low val-
ues of Q(Ty(t),(TyP,(x))?), that is, with high values of the arguments. The set R is a
crude attempt to capture latitudes that would be relatively most damaged by climate
change. A plausible type of objective would be to solve the social problem above but
with v(x) > 0,x € R, u(x) ~0,x ¢ R. We see right away that this social problem would
require all xs not in R to reduce all emissions immediately. In general we have,

MQ (3.50)
o

wi(x,t) =1, for — ro(t) >
and vice versa. This makes good economic sense. The marginal social burden on the
planet as a whole of a unit of emissions at date ¢, no matter from which x it emanates is,
—Xo(f). Locations x where the welfare weight on the location is small, where emissions
per unit of output are relatively large (relatively large o (x)), and that are already rela-
tively heavily damaged (S2(To(t), (T>P>(x))?,x) is high) are ordered to stop emitting.
Thus our modeling allows plausible specifications of the economic justice argument
stemming from geography to shape policy rules.

In the following section, we use this framework to extend our results in the presence
of an discontinuous absorption function that changes at the ice line. This is a more
realistic model which introduces ice line damages which we develop in the context of a
DICE/RICE-type integrated assessment model.

3.4.2 Optimal Mitigation in an [AM-Type Model with
Damage Reservoirs

We now introduce as the absorption function the version proposed in North (1975a)

where
a1 =038 x> x;

3.51
o) =0.68 x < x; ( )

alx,x)=1—a(x)= {
where «(x) is the albedo. With this absorption function, the dynamics Ty(¢) in (3.34)

and the T, approximation in (3.43) become respectively

x=xs(t)

dT 1
d—to - |:—(A+BT0) + Q(ao —al)/x_o

14+ S,P(x))dx+ E+ QOllj| (3.52)

1 x=xs(t)
= m |:5Q(0lo —ai) /9.c=0 (14 S$2P5(x)) Py (x)dx + Qa152:| ,  (3.53)

where the equation for the ice line is, using (3.40),

2T,— T, 172
3 T 31 °

x(t) = [ (3.54)
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The objective (3.30) and the constraints (3.51)—(3.54) determine optimal mitiga-
tion over time and latitude. The discontinuous absorption function can create a strong
nonlinearity where a small change in Ty can cause a large change in damages at
some latitudes. However this nonlinearity makes it difficult to proceed with analyti-
cal solutions. To obtain a qualitative idea of the impact of the nonlinearity due to the
absorption function and the ice line, we use the climate parametrization used by North
(1975a) (g = 0.68,001 = 0.38,A = 201.4, B=1.45,S, = —0.483, T, = — 10, Q = 334.4).
The heat transport coefficient D is found to be approximately 0.321 by calibrating the
ice line function to the current ice line estimate (x; = 0.95).%°

The system (3.52)—(3.54) is highly nonlinear and can be simplified by deriving a
polynomial approximation of x; as a function of Ty(t). We proceed in the following
way. If we substitute x;(t) from (3.54) into (3.53), then T, is a fixed point of (3.53).
We solve numerically the fixed point problem (3.53) for values of Tj € [—To, To],
obtaining the solution T5(Ty). Substituting this back into equation (3.54) gives us the
%(T>(Ty), Ty) which is then used to fit a quadratic curve on (T, x;) by using least
squares. Thus X; is approximated by a convex curve x; = {o + ¢1To + & Tg = ¢(Tp),
(0,¢1,82) > 0.39 Making use of this approximation, the system (3.52)—(3.54) can thus

be written as:
dTy 1
—r = ¢ [m(A+BTo) + Qlao —1)0(To) + E+ Qe (3.55)

A 23 . A
where 60(T) := |:x5 + Ez(xf - xs):| withxs:=0+ 0 To+ O Tg

Assuming linear utility once again, the Hamiltonian can be written as:

1
H =/ [U[KﬂQ(To)u —A)—(p+8)K]+ %a(l — M)Kﬂ:| dx
0

c

A
+ 50 [—A— BTy + Qlatg — 1)0(Tp) + Qa1 ). (3.56)

c

We now assume that abatement costs are increasing in abatement activities, A = ¢ w2,
The optimal p and K will thus be defined as:

% _ )\.00’
Wi (x,t) = 72CCU¢Q(T0))VJC € [0,1] (3.57)
K*(X,t)z (p—_*—8>ﬂ [Q(TO)(I—wﬂ*Z)— )\‘0 O‘(I—M*)i|j. (358)
B vC,

and the canonical system becomes:

1
T _ 1 [—A— BTy + Qlatg — 1)0(Ty) +/ o1 — u*)K*ﬂdx] (3.59)
dt Ce 0
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d B !
d—to = (P + C Cgc(ao —011)9/(T0)> Ao —/0 v [K*Q(To) (1 — yu*?)] dx
(3.60)

which can be solved numerically given a specific shape of v(x).

To proceed further we need a more detailed specification for the damage function,
which as explained above should contain a temperature component denoted by D (T)
and an ice line component, denoted by D, (Tp). 3t We specify the damage function in

the following way. Lost output from temperature induced damages is: Y — H—Dill,(To) =
s 51(%)) := Yd,(Tp). Lost output from ice line movement toward the poles written as

a function of Ty is: Y — 5 - Dg(To) = 13_%2({%3) := Yd,(Tp). The sum of lost output from
both sources is: LostY = Yd; (Ty) + Yd,(Tp). Thus net output available for consumption
and mitigation is: Y — LostY = (1 — d,(Tp) — d2(Tp))Y.

If we define Q;(Ty) = m, i=1,2, then the term (1 — d,(Ty) — d>(Tp)) can be

written as the damage function €2 of the system (3.57)—(3.60) in the form

Q(To) = Q21(Tp) + 22(Tp) — 1. (3.61)

As the global warming problem concerns damages resulting from temperature
increases rather than decreases, we restrict the state space to include only temper-
atures Ty > 15°C, that is, in the vicinity of the present average global temperature
level.?? In the spatial model used in this section, this temperature level is found by set-
ting E = 0 and solving (3.55), which gives us Ty &~ 15.27. Hence, 15°C can be viewed
as a rough ballpark estimate of the preindustrial global temperature average. Dam-
ages are assumed to start at 15°C and we thus write our normalized damage function
as Q(Ty — 15). Furthermore, we will use the same functional forms for the damage
functions as used in Section 3.3 (see Appendix 3.7).3

The EBCM that we presented in this section, resulting from the concepts devel-
oped in the earlier part of the chapter, has many similarities to the traditional IAMs
but also two potentially important differences. The first is the discontinuous absorp-
tion function and the second is an alternative shape for ice line damages as opposed
to other temperature related damages. Together they introduce complex nonlinearities
into the temperature dynamics. The question of whether these differences imply signif-
icant deviations from the model’s predictions, cannot be answered analytically owing
to the high complexity of the models. So we resort to numerical simulations.

Figure 3.2 shows the results for the spatial climate model presented in this section.
As in Section 3.2 this model also gives us three candidate optimal steady states, Tp; <
Toa < To3, where the largest and the smallest ones are saddles while the middle one is
an unstable spiral.>* Between the unstable spiral T> and the saddle T; we have a Skiba
point Ty similar to that of Section 3.2.3% Hence, defining the carbon tax as above that
is, T = —Ao(#)/ C,, for low initial temperatures Tyy < T; alow but gradually increasing
carbon tax will be optimal, while for T, < Too < Ts the optimal carbon tax an inverted
U-shape and is increasing close to T but starts decreasing as T is approached. In
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FIGURE 3.2

Phase diagram for the system (3.59)—(3.60). Parameter estimates can be found in
table 3.2.

the region Ty < Tog < T3 on the other hand optimal tax policy is U-shaped where
initially in the vicinity of T it is optimal to levy a high carbon tax which then gradually
will decrease. Furthermore, figure 3.2 also depicts the case when ice line damages are
omitted, T,. In contrast to Section 3.2, both of the isoclines are now affected and in
order to keep the figure from becoming too messy, we have chosen to plot only the
single equilibrium at the crossing of these isoclines, which is denoted by the black dot
at T, in figure 3.3. The qualitative behavior is, however, the same as in section 3.2, i.e.

the “damage reservoir — no ice line damage equilibrium” is a saddle having a positive
slope for the T-isocline and a negative slope for the A-isocline.

3.5 THEDICEMODELWITH DAMAGE
RESERVOIRS

Both the relatively simple model of Section 3.2 and the more complex model of Section
3.4 strongly suggest that the explicit modeling of ice line damages shows the need for
strong mitigation now. To further demonstrate that this result is robust to the choice of
model, we now turn to the DICE model. The purpose of this exercise is to show how the
introduction of ice line damages into the damage function, along the lines suggested by
the EBCMs, will affect the optimal emission policy implied by DICE. The DICE model,

probably the most well known of the IAMs, assumes that all damages to the economy
evolve according to the quadratic equation (A.5) in Nordhaus (2007). The calibrated
version of this damage function is plotted on page 51 of Nordhaus (2007). Based on
this calibration we can see that a 4°C warming results in approximately a 5% loss of
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FIGURE 3.3 Optimal emission control rate and carbon prices without iceline damages (solid
lines) corresponding to the Nordhaus (2007) and with iceline damages (dashed/dash-
dotted/dotted) for the three sets of iceline damage coefficients with corresponding damage
functions found in figure 3.4 of the Appendix B between the years 2000-2115.

output. We proceed by calibrating our disaggregated damage function in the follow-
ing way. First, in order to separate out the ice line component from the total amount
of damages, we follow the procedure shown in Section 3.4.2. We thus replace (A.5) of
Nordhaus (2007) with equation (3.61) from Section 3.4.2. Hence, we have two separate
damage components, D;(T) and D,(T), which can be calibrated independently. Next,
we use the Nordhaus (2007) impact estimate of 5% loss of output for a 4°C warming
and make a rough assumption that exactly half of these damages should be attributed
to the melting of ice sheets causing sea level rises, flooding, changes in ocean currents,
etc. Finally, using the same shapes for the temperature and ice line specific components
as in previous sections, that is, D (T) = % T? and Dy(T) = ap (/)I—;, we proceed by cal-
ibrating the damage parameters a; and a; so that D;(4) = D,(4) = 0.025. In this way
our new damage function produces an amount of damage at a 4°C warming which is
equivalent to that of the original model but with differing damage estimates for other
temperature levels. For D;(T) this gives us an estimate of a; = 0.0007813. To calibrate
D, (T) we however, also need to know the values of & and ¢. The S-shaped function is
usually used in models trying to capture thresholds or tipping points. Here, the param-
eters £ and ¢ will have an effect on the steepness and level at which temperature crosses
such a threshold. We provide estimates for three different assumptions regarding these
parameters in order to highlight how they impact on optimal trajectories.
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Figure 3.3 plots the optimal emission control rate and carbon price resulting from
the DICE-2007 model for three different sets of estimates for & and ¢. First, for com-
parison we provide the trajectories for the original model without iceline damages that
is, ay = 0, which are depicted as solid lines in both graphs. These trajectories are thus
based on the Nordhaus (2007) quadratic damage function calibrated as D(4) = 0.05
thus yielding a 5% drop in output at a warming of 4°C. This provides a good bench-
mark for comparison since both simulations with and without iceline specific damages
in this way yield the same damage estimate for a 4°C rise in temperature.

As can be seen from this graph, the separation of different damage structures gives
us U-shaped type policies where it is optimal to mitigate more initially as opposed to
the normal gradualist policy ramp. Look first at the dashed lines which depart the least
from the original quadratic damage function of Nordhaus. These paths were produced
analogous to the calibration in the previous sections with £ =2 and ¢ = 1. The effect
that £ has on the shape of the damage function is that it increases the steepness of the
function creating an almost discontinuous jump for very large values while ¢ is more
of a shift parameter moving the location of the threshold. Figure 3.4 in the appendix
depicts the iceline damage functions for the three sets of estimates we considered when
generating the paths corresponding to Figure 3.3.3 As can be seen for the case when
& =2 and ¢ = 1 this produces only a modest increase in the slope of the damage func-
tion when temperature is increased and thereby also logically generates paths similar
to those of the original Nordhaus simulation. For higher values, however, £ =5 and
¢ = 10, we begin to see an increasingly clear U-shape depicted by the dash-dotted lines
in Figure 3.3. The steepness of the iceline damage function thus seems to be have a large
effect on the emission policy calling for more mitigation now. Finally, the dotted line
depicts the most extreme case when £ is raised to 10. As can be seen from Figure 3.4

Damage function (=2, 0 =1) Damage function (§ = 5, ¢ = 10) Damage function (& = 10, ¢ = 10)
0.03 0.03 0.03

0.025 1 0.025 -4 0.025

0.02 E 0.02
0.015 1 0.015
0.01 E 0.01

0.005 1 0.005

FIGURE 3.4 Calibrated damage functions D; (solid) and D, (dashed) for the three sets of
estimates for & and ¢.
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in appendix this gives us a steep threshold type function for iceline damages where
damages remain small up to a little over 1°C and then increase rapidly. This produces
a clear U-shaped tax and emission policy as can be seen in Figure 3.3.

The results above thus show off how a U-shaped policy might arise with heavy miti-
gation now and less later when damages from climate change arrive in a more threshold
specific manner as opposed to the more gradual increase, common in contemporary
damage functions. Although these results remain specific to our assumptions regarding
the shape of the damage function for the ice line as well as the temperature component,
we still believe they are valuable since they show off the sensitivity of climate-economy
models to structural changes in the damage function.

3.6 SUMMARY, CONCLUSIONS, AND
SUGGESTIONS FOR FUTURE RESEARCH

In this chapter we introduce the economics profession to spatial Energy Balance Cli-
mate Models (EBCMs) and show how to couple them to economic models while
deriving analytical results of interest to economists and policy makers. Although we
believe this contribution is of importance in its own right, we also show how intro-
duction of the spatial dimension incorporated into the EBCMs leads to new ways of
looking at climate policy.

In particular, by accounting for an endogenous ice line and paying attention to
the associated damage reservoirs and albedo effects we show that due to nonlin-
earities even simple economic-EBCMs generated multiple steady states and policy
ramps that do not in general follow the “gradualist” predictions. These results carry
over to more complex models where the economic module has an IAM structure.
The interesting issue from the emergence of multiple steady states, is that when the
endogenous ice line and discontinuous albedo are ignored, as in traditional IAMs,
the policy prescription of these models could be the opposite of the policy dic-
tated by the economic-EBCMs. Furthermore the spatial aspect of the EBCMs allows
arguments associated with the spatial structure of climate change damages to shape
policy rules. When we applied the damage function implied by the EBCMs and cal-
ibrated appropriately simulations in the DICE model gave results interpretable as a
U-shaped policy ramp indicating an important deviation from the gradualist pol-
icy ramp derived from the standard DICE model. Thus a rapid mitigation policy
can be justified on the new insights obtained by coupling the economy with the
EBCM:s.

Areas for further research could range from making the economics more sophisti-
cated by abandoning the simplifying assumption of linear utility; allowing for technical
change and knowledge spillovers across latitudes; or introducing strategic interac-
tions among regions and extensions of the EBCMs. It is thus also of importance to
extend our Skiba type analysis to include (exogenous) growth. This could give rise



42 WILLIAM BROCK, GUSTAV ENGSTROM, AND ANASTASIOS XEPAPADEAS

to a dynamic set of Skiba points with a value function of both state and time, thus
determining the optimal policy separately at each given point in time.?” Other exten-
sions might also consider how emissions arise more explicitly from the use of fossil
fuels (see, e.g., Golosov et al., 2011). Future work also needs to be done regard-
ing the extension of EBCMs to a two-dimensional spherical EBCM, because Earth
is a sphere, not a line. Brock and Judd (2010) are attempting to make a dent in
this problem. They frame the problem as a recursive dynamic programming prob-
lem where the state vector includes a number of “spherical modes” that are analogs of
the modes in this chapter as well as economic state variables. Another possible exten-
sion could be the consideration of new policy instruments. Emissions reduction acts
on the outgoing radiation in the sense that by reducing emissions the outgoing radia-
tion increases through the second term of the right-hand side of (3.1). Another kind
of policy could act on the first term of the right-hand side of (3.1) in the sense of
reducing the incoming radiation. This type of policy might be associated with geo-
engineering options. Finally a policy that acts on the damage function in the sense
of reducing damages for any given level of temperature and radiation balance might
be associated with adaptation options. Unified economic-EBCMs might be a useful
vehicle for analyzing the structure and the trade offs among these different policy
options.

APPENDIX A: THE TWo-MODE SOLUTION

In this appendix we show how to derive the two mode solution (3.8)—(3.11). We start
with the basic partial differential equation

ccaT;(;’ D St ) — [A+ BT(x, 1) — g(M(1)]
+p [(1 _2)i T t)} (362)
9x 0x

The two-mode solution is defined as:

2 _
TG 1) = To(0) + To(0Bs(), Po() = 1) (3.63)
then
aT(x,t) dTo(t)  dTy(t)
= Pa(x) (3.64)
0T _ o iy B2 _ 3 (3.65)

0x
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Substitute the above derivatives into (3.62) to obtain:

dTo(t) dT,(t)
C
dr te dt

9
—[A+ B(Ty(t) + Ta(t)P2(x)) — g(M(1))] +D [(1 —x*) Ta(1)3x]

Ce P>(x) = QS(x)a(x, x5(t))

which can be written as

dTy(t) dT(t)
CC dt + CC dt

Py(x) = QS(x)a(x, x(1)) — A— (3.66)

BTy(t) — BT»(t)Py(x) — g(M(t)) — 6 Tr(t) Pr(x)

The following properties apply to Legendre polynomials:

1
Snm
P, P —
/0 P = 5

Sum=0"for n#m 8y, =1forn=1

where we note that Py(x) =1, P,(x) = (3’622—_1)

Multiply (3.66) by Py(x) and integrate from 0 to 1 to obtain
dT 1
C T = [ 1Qstratnnlo] s - (A+ BTo() + M) (.67

Multiply (3.66) by P»(x) and integrate from 0 to 1 noting that fol Py(x)dx = 0, and
fol Py(x)Py(x)dx = é to obtain

dl(t)

C
Cdr

1
5 / [QS(X)ar(x, x5() Pa(x)] dx — (B-+6D) To(#) (3.68)
0

where (3.67) and (3.68) are the ODEs of the two mode approximation given by
(3.8)—(3.11).

3.7 APPENDIX B: ANALYTICS AND CALIBRATION
RESULTS FORSECTION 3.3 AND 3.4

The production function in (3.24) is assumed to take the following form:

F(K — Ky, h+ ¢Ky) = (K — K2)P1 (h+ ¢ Ky ))P2 (3.69)
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with 81 > 0,8; > 0. The solution to problem (3.24) is derived from the first order
conditions:

0
L= BK = K + E)P — (54 ) =0 (3.70)
0
a—f; = —Bi(K — )P (ht o)) + o (K — Kn)P (h+ §K))P ! =0 (3.71)

Solving the system (3.70) and (3.71) for K and K; gives the solution to problem (3.24).

1-p1\ F=TTE
Ki(hy =~ M(ﬁ) _h
(0] B B2 )

B1 B
K*(h)=-—h — | K (h
(h) o5 +<1+ﬂ2> 5 (h)

Plugging these values back into (3.24) allows us to write 7 (}) as a linear function of A,
i.e. (h) = A+ Bhwith

Bi1+B
[ <ﬂ>ﬁl (5+p) (ﬂ)l_ﬁl BI—T+5,
T\ ¢h2 B \¢p

1-p1\ =T
L) ((sm (ﬂ) )

o \"h \o
= B (1+¢)>
Bi=—(s L.

( +p)<¢ﬂz ?

which is increasing in & given that 81 /8, < (1+¢). Assuming also that Dy (T) = ”2—1 T2,
Dy(T)=ay (pf—; and Cy,(h) = ¢;,h*.%8 Substituting this into (3.25), using the first order

condition we can thus derive the function specific canonical system corresponding to
(3.28)—(3.27) as:

dr B+

— =ar—brT+ CTﬂ , T(0)=Tp (3.72)
dt 2¢y
drr 761 T%-1
—_— = br) A — 3.73
o = (ptbr) T-l-azé?((erTS (¢+T§)2) (3.73)

From (3.72) and (3.73) it is easy to confirm the shape of the isoclines depicted in
Figure 3.1. For the numerical calculations of the solution paths and the Skiba point we
used numerical methods described in Grass et al. (2008), Grass (2010). The parameter
values used for the numerical calculations are



Table 3.1 The Parameter Estimates Used to Generate

Figure 3.1.

Parameter Value Description

0 0.02 Discount rate

B1 0.3 Capital income share

B2 0.5 Energy income share

8 0.1 Depreciation rate of capital

1) 0.42 Efficiency parameter of clean energy
a1 0.06 Damage parameter of D1(7)

ay 0.25 Damage parameter of Dy(T7)

ar 0.8 Parameter of temperature equation
br 0.6 Parameter of temperature equation
cr 0.85 Parameter of temperature equation
Ch 0.01 Parameter of cost function

& 2 Parameter of Dp(T) function

) 1 Parameter of Dy(T) function

Table 3.2 The Parameter Estimates Used to Generate

Figure 3.2.

Parameter  Value Description

P 0.02 Discount rate

A 201.4 Empirical coefficient outgoing radiation
B 1.45 Empirical coefficient outgoing radiation
oo 0.68 Solar absorption coefficient for x < xs
o 0.38 Solar absorption coefficient for x > xs
&1 0.7126  Estimated coefficient of iceline function
() 0.0098  Estimated coefficient of iceline function
z3 0.0003  Estimated coefficient of iceline function
Q 334.4 Incoming solar radiation divided by 4
S2 —0.482 Temperature distribution parameter

o 0.01 Ratio of industrial emissions to output
To 15 Initial temperature

8 0.1 Depreciation rate of capital

B 0.5 Capital income share

o(x) 1 Welfare weights for x

ol 0.002 Damage function parameter for D1(T)
ap 0.1 Damage function parameter for Dy(T)

& 2 Parameter of Dy(T) function

1

Parameter of Dp(T) function
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NoTES

1. In this context, the ice-albedo feedback refers to a process allowing the surface albedo to
vary with the climate state.

2. Damages due to sea level rise also depend on the shape of the shoreline which will deter-
mine the amount of land to be covered by water due to melting ice caps (see, e.g., the
study by Li et al. (2009)). Further sea level rise can also be caused by thermal expan-
sion of warming oceans, as a direct result of a rising global temperature. Which of these
effects dominate depends upon the time scale studied. For example, the Intergovern-
mental Panel on Climate Change’s Fourth Assessment Report (IPCC (2007)) concluded
that thermal expansion can explain about 25% of observed sea-level rise for 1961-2003
and 50% for 1993-2003, but with considerable uncertainty. There may of course also be
other damages caused by the increasing loss of the ice caps and their role in regulating
the climate.

3. Scientific evidence seems to support the argument that ice sheets might be seriously
affected by relatively low increases in temperature. Oppenheimer (2005) reports a num-
ber of results suggesting that both the Greenland Ice Sheet (GIS) and the West Antarctic
Ice Sheet (WAIS) could be highly vulnerable to temperature rise within the range studied
by the current IAMs. Oppenheimer and Alley (2004) report that a 2-4°C global mean
warming could be justified for WAIS. Carlson et al. (2008) conclude that geologic evi-
dence for a rapid retreat of the Laurentide ice sheet, which is the most recent (early
Holocene epoch) and best documented disappearance of a large ice sheet in the Northern
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N

10.
11.

12.
13.
14.

15.

Hemisphere, may describe a prehistoric precedent for mass balance changes of the Green-
land Ice Sheet over the coming century. In a recent report from the European Energy
Agency Agency (2010), it was stated that one of the potential large-scale changes likely to
affect Europe is the deglaciation of the WAIS and the GIS and that there is already evi-
dence of accelerated melting of the GIS. Further, a sustained global warming in the range
of 1-5°C above 1990 temperatures, could generate tipping points leading to at least par-
tial deglaciation of the GIS and WAIS, thus implying a significant rise in sea levels. See
also Lindsay and Zhang (2005).

For more details see for example Zhang et al. (2003), Zimov et al. (2006), Schaefer et al.
(2011).

Multiple equilibria and high current mitigation are also suggested by models incorporat-
ing uncertain climate thresholds into DICE (Keller et al., 2004; Lempert et al., 2006). See
also Neaevdal (2006) for an optimal control version featuring uncertain thresholds. More
recently Judd and Lontzek (2011) have formulated a dynamic stochastic version of DICE
which they call DSICE. They also extend their model to include stochastic tipping point
possibilities. They show how this additional real world complexity substantially affects
the optimal policy results in comparison to DICE.

For more on EBCMs, see for example Pierrehumbert (2011).

Symmetry for the part x € [—1,0] is assumed. This assumption is common in EBCMs.
Here, C. is the average heat capacity of the Earth. This parameter may also be made
spatially dependent and determined by the distribution of continents and ocean masses
among other things. See, for example, North et al. (1981).

This empirical approximation of the true underlying physical system, was first derived
in Budyko (1969) based on monthly data from 260 independent weather stations. It is
important to note that the original Budyko (1969) formulation cited by North param-
eterizes A, B as functions of fraction cloud cover and other parameters of the climate
system. North (1975b) points out that due to nonhomogeneous cloudiness A and B
should be functions of x. There is apparently a lot of uncertainty involving the impact
of cloud dynamics (e.g., Trenberth et al. (2010) versus Lindzen and Choi, 2009). Hence
robust control in which A, B are treated as uncertain may be called for but this is left for
further research. Example, of values used by North (1975a) are A = 201.4W/m?, B =
1.45W/m?.

See for example table 6.2 of the IPCC (2001) report.

The solar constant includes all types of solar radiation, not just the visible light. It is
measured by satellite to be roughly 1.366 kilowatts per square meter (kW/m?).

As an example of the magnitude of D, North et al. (1981) pick a value of D = 0.649.

A smoothed version of a co-albedo function is equation (38) of North et al. (1981).

The complete derivation of the two-mode solution is provided in Appendix 3.6. For more
details regarding the use of approximation methods see chapter 6 of Judd (1998).

Here, we are referring to variance across latitudes. In a stochastic generalization of
our model, we could introduce a stochastic process to represent “weather,” i.e. very
high frequency fluctuations relative to the time scales we are modeling here. Here
the “local variance” of high frequency phenomena like “weather” may change with
changes in lower frequency phenomena such as mean area Z temperature and area
Z temperature variance. See North et al. (1981) for an example of how stochas-
tic forcing can be modeled in an EBM framework. We leave this task to future
research.
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16.

17.

18.

19.

20.
21.

22.

23.

24.

25.

26.

27.

28.

29.
30.

More complicated and probably more realistic approximations will not affect our qual-
itative results regarding the multiplicity of steady states and the emergence of Skiba
points.

See Xepapadeas (2005) for different ways in which emissions and environment can be
modeled as production factors.

The assumption of linear utility allows the capital accumulation problem too be written
as a MRAP problem. Problem (3.19) is an approximation of the MRAP problem for very
large W and —W < ‘fj—lf < W. In problem (3.19) capital, K, can thus be eliminated as a
state variable. It should also be noted that in this section, damages are modeled using an
additive functional form as explained in Weitzman (2010). In Section 3.4 we will revert to
the more common multiplicative form. The main qualitative results hold for both these
forms.

Research in progress Brock and Judd (2010) focuses on the development of a two-
dimensional spherical coupled climate/economic dynamics model by using a basis
of spherical harmonics as in Wu and North (2007). This approach, as well as the
Legendre basis approach we are using in this chapter for one-dimensional models,
fits in nicely with the general approach to approximation methods in (Judd, 1998,
Chapter 6).

Note that 77/(0) < oo if ¢ > 0 for the alternative “clean” technology.

The eigenvalues of J are: %(p:l:«/Z), where A = p?+4 [(m + Dg(T))cTh*, + br(br + ,0)] .

When a; + Dg(T) > 0 then A < 0 and we have two complex eigenvalues with positive
real parts which implies an unstable spiral.
The assumed functions, parameters, and calculations used in Figure 3.3 are provided in
Appendix 3.7.
The maximization of objective (3.30) with the welfare weight v (x) set equal to the inverse
of marginal utility of consumption, is a way of computing a Pareto Optimum competitive
equilibrium allocation across latitudes as in Nordhaus (2010) discrete time non-spatial
formalization. This is usually referred to as Negishi weighting. For a presentation of the
use of the Negishi weights in IAMs, see Stanton (2010).
With our spatial approach abatement costs could be made site specific, which would
enable a more comprehensive analysis of issues concerning, for example, geoengineering.
However, this goes beyond the scope of the current chapter and is left for future research.
The important thing to note about this Hamiltonian compared to the Hamiltonian of
the original problem (3.30) is this. The original problem would generate a Hamiltonian
with a continuum of costate variables, one for each x € [0,1]. The two-mode approxi-
mation approach developed could be quite easily extended to an n-mode approximation
approach. Since, however, North argues that a two-mode approximation is quite good,
we continue with a two-mode approximation here.
Note that in the case where the absorption function does not depend upon x;(t) the RHS
of (3.43) is constant.
Note that with a constant absorption function, (QSwa, 1) = (Q(1 + S, P> (x))e, 1) =

(Qa + QS P (x),1) = (Qu, 1) = Qa, since (QSaP,(x),1) = 0.
(T, P;(x))? denotes the variance of the average temperature at location x.
The calibration procedure is explained in detail by North (1975b) (p. 2035-2037).
The estimated quadratic function was

% = 0.7126 4 0.0098 Ty + 0.0003 T2 , R* = 0.99.
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31. To simplify the formulation we consider damages that depend only on the average global
temperature, so that we can concentrate on the impact of damage reservoirs. For latitude
specific damage functions see Brock et al. (2012b).

32. During the development of many energy balance models in the 1960s and 1970s the main
concern was usually not that of global warming, but rather that of drastic global cooling
that could result due to a slight decrease in the solar constant. This hypothesis was later
coined “Snowball earth” by Kirschvink (1992).

33. The parameters estimates used in deriving Figure 3.2 can be found in Table 3.2 in the
appendix.

34. The corresponding eigenvalues are approximated numerically as eg; = [ —0.7037,0.7237],
eo2 = [0.01 0.33027] and eg3 = [ — 0.2355,0.2555].

35. Greiner et al. (2009) find multiple equilibria in a zero-dimensional EBCM, where albedo
is modeled by a continuous S-shaped function of temperature. The derived multiple-
equilibria and Skiba planes, however, only apply for fixed levels of abatement, that is,
there is just a single control variable (consumption). If, however, the social planner can
control both consumption and abatement then there exists only a single stable saddle.
Our approach, apart from explicitly addressing the more appropriate one-dimensional
model also differs in the sense that we obtain multiple equilibria and Skiba points when
controlling both consumption and abatement.

36. As we mention in the introduction, Oppenheimer and Alley (2004) report that a 2-4°C
global mean warming could be justified for destabilization of the WAIS. Hence, if one
confides in this study, the iceline damage function should be calibrated so that marginal
damages become zero for temperatures above 4°C. This is met for varying degrees of
approximation of the damage function parametrization adopted here as can be seen by
inspection of Figure 3.4 in appendix.

37. These extensions will undoubtedly increase the complexity and the computational needs
for solving the economic-EBCMs.

38. The shape of D;(T) has become fairly standard in the literature. Still, in a recent review
by Weitzman M.L., 2010, they uncovered no rationale, whether empirical or theoretical,
for adopting a quadratic form for the damage function. D, (T) follows the s-shape found
in, for example, Brock and Starrett (2003).

REFERENCES

Agency, E. E. (2010). The European environment—state and outlook 2010: synthesis, EEA,
Copenhagen.

Brock W.A. and Judd, K.L. (2010). Coupling climate models and forward-looking economic
models. In Fall 2010 American Geophysical Union meeting in San Francisco (December 13—
17) on “Climate Modeling in Support of Policy Decision-making: Needs and Limitations”.,
department of Economics, University of Wisconsin, Madison and Hoover Institution,
Stanford University (Abstract).

Brock, W.A. and Starrett, D. (2003). Managing systems with non-convex positive feedback,
Environmental and Resource Economics, 26(4), 575—602.

Brock, W., Engstrém, G. and Xepapadeas, A. (2012b). Spatial climate-economic models in the
design of optimal climate policies across locations. Beijer Discussion Chapter. The Beijer
Institute of Ecological Economics.



50 WILLIAM BROCK, GUSTAV ENGSTROM, AND ANASTASIOS XEPAPADEAS

Budyko, M. 1. (1969). The effect of solar radiation variations on the climate of the earth.
Tellus, 21, 611-619.

Carlson, A. E., LeGrande, A. N., Oppo, D. W,, Came, R. E., Schmidt, G. A., Anslow,
E S., Licciardi, J. M. and Obbink, E. A. (2008). Rapid early Holocene deglaciation of the
Laurentide ice sheet. Nature Geoscience, 1(9), 620-624.

Golosov, M., Hassler, J., Krusell, P. and Aleh, T. (2011). Optimal taxes on fossil fuel in gen-
eral equilibrium. Working Paper 17348. Cambridge, MA: National Bureau of Economic
Research.

Grass, D. (2010). Numerical computation of the optimal vector field in a fishery model. Tech-
nical Report. ORCOS, Institute of Mathematical Methods in Economics, Vienna University
of Technology.

Grass, D. Caulkins, J. P, Feichtinger, G., Gernot T. and Behrens, D.A. (2008). Optimal Control
of Nonlinear Processes: With Applications in Drugs, Corruption, and Terror. Berlin: Springer
Verlag.

Greiner, A., Griine, L. and Semmler, W. (2009). Growth and climate change: threshold and
multiple equilibria. Schwartz Center for Economic Policy Analysis, New York Working
Paper 2009-7.

Hope, C. (2006). The marginal impact of CO, from PAGE2002: An integrated assessment
model incorporating the IPCC’s five reasons for concern. Integrated Assessment Journal,
6(1), 566-577.

IPCC (2001). Climate Change 2001: The Third Assessment Report of the Intergovernmental
Panel on Climate Change. UK: Press, Cambridge.

IPCC, 2001: Climate Change 2001: The Scientific Basis. Contribution of Working Group
I to the Third Assessment Report of the Intergovernmental Panel on Climate Change
[Houghton, J.T., Y. Ding, D.J. Griggs, M. Noguer, PJ. van der Linden, X. Dai, K. Maskell,
and C.A. Johnson (eds.)]. Cambridge University Press, Cambridge, United Kingdom and
New York, NY, USA, 881 pp.

IPCC, 2007: Climate Change 2007: The Physical Science Basis. Contribution of Working
Group I to the Fourth Assessment Report of the Intergovernmental Panel on Climate
Change [Solomon, S., D. Qin, M. Manning, Z. Chen, M. Marquis, K.B. Averyt, M. Tig-
nor and H.L. Miller (eds.)]. Cambridge University Press, Cambridge, United Kingdom and
New York, NY, USA, 996 pp.

IPCC (2007). Climate Change 2007: The Fourth Assessment Report of the Intergovernmental
Panel on Climate Change. Cambridge, UK: Press, Cambridge.

Judd, K. L. (1998). Numerical Methods in Economics, Vol. 2. Cambridge, MA: MIT Press.

Judd, K. L., and Lontzek, T. S. (2011). Dynamic stochastic general equilibrium analysis of
climate change policies. Conference presentation at INFORMS Annual Meeting, Austin,
Texas.

Keller, K. Bolker, B. M., and Bradford, D. F. (2004). Uncertain climate thresholds and
economic optimal growth. Journal of Environmental Economics and Management, 48,
723-741.

Kerr, R. A. (2008). Climate tipping points come in from the Cold. Science, 319, 153.

Kirschvink, J. (1992). Late Proterozoic low-latitude global glaciation: The snowball Earth. In
W.J. Schopf and C. Klein, (eds.), The Proterozoic Biosphere: A Multidisciplinary Study, pp.
51-52. Cambridge, MA: Cambridge University Press.

Lempert, R. Sanstad, A. and Schlesinger, M. (2006). Multiple equilibria in a stochastic
implementation of DICE with abrupt climate change. Energy Economics, 28, 677—689.



ENERGY BALANCE CLIMATE MODELS, DAMAGE RESERVOIRS, AND TIME PROFILE 51

Lenton, T. M., Held, H. Kriegler, E., Hall, J. W., Lucht, W., Rahmstorf, S., and Schellnhuber,
H. J. (2008). Tipping elements in the Earth’s climate system. Proceedings of the National
Academy of Sciences of the USA, 105, 1786-1793.

Li, X., Rowley, R. J., Kostelnick, J. C., Braaten, D., Meisel, J., and Hulbutta, K. (2009).
GIS Analysis of global impacts from sea level rise. Photogrammetric Engineering ¢ Remote
Sensing, 75(7), 807-818.

Lindsay, R. W. and Zhang, J. (2005). The thinning of arctic sea ice, 1988—-2003: Have we passed
a tipping point?. Journal of Climate, 18, 4879-4894.

Lindzen, R. S. and Choi, Y. S. (2009). On the determination of climate feedbacks from ERBE
data. Geophysical Research Letters, 36(16), 1-6.

Nevdal, E. (2006). Dynamic optimisation in the presence of threshold effects when the loca-
tion of the threshold is uncertain with an application to a possible disintegration of the
Western Antarctic Ice Sheet. Journal of Economic Dynamics and Control, 30(7), 1131-1158.

Nordhaus, W. D. (1994). Managing The Global Commons: The economics of the greenhouse
effect. Cambridge, MA: MIT Press.

Nordhaus, W. D. (2007). A Question of Balance. New Haven, CT & London: Yale University
Press.

Nordhaus, W. D. (2010). Economic aspects of global warming in a post-Copenhagen environ-
ment. Proceedings of the National Academy of Sciences of the USA. 107(26), 11721-11726.
Nordhaus, W. D. (2011). The architecture of climate economics: Designing a global agree-

ment on global warming. Bulletin of the Atomic Scientists, 67(1), 9—18.

Nordhaus, W. D. and Boyer, J. (2000). Warming the World: Economic Models of Global
Warming. Cambridge, MA: MIT Press.

North, G. R. (1975a). Analytical solution to a simple climate model with diffusive heat,
Journal of Atmospheric Sciences, 32, 1301-1307.

North, G. R. (1975b). Theory of energy-balance climate models, Journal of Atmospheric
Sciences, 32(11), 2033-2043.

North, G. R. (1984). The small ice cap instability in diffusive climate models, Journal of
Atmospheric Sciences, 41(23), 3390-3395.

North, G. R., Cahalan, R. E, and Coakley, J. A. (1981). Energy balance climate models.
Reviews of Geophysics and Space Physics, 19(1), 91-121.

Oppenheimer, M. (2005). Ice sheets, global warming, and Article 2 of the UNFCCC: An
editorial essay. Climatic Change, 68, 257-67.

Oppenheimer, M., and Alley, R. B. (2004). The West Antarctic Ice Sheet and long term climate
policy. Climatic Change, 64(1/2), 1-10.

Pierrehumbert, R. (2011). Principles of Planetary Climate. Cambridge UK: Cambridge
University Press.

Roe, G. H., and Baker, M. B. (2010). Notes on a catastrophe: A feedback analysis of snowball
Earth. Journal of Climate, 23(17), 4694—4703.

Schaefer, K., Zhang, T., Bruhwiler, L., and Barrett, A. (2011). Amount and timing of
permafrost carbon release in response to climate warming. Tellus B. 63(2), 165-180.

Sellers, W. (1969). A global climatic model based on the energy balance of the earth-
atmosphere system. Journal of Applied Meteorology, 8, 392—400.

Smith, J. B., Schneider, S. H., Oppenheimer, M., Yohe, G. W., Hare, W., Mastrandrea, M. D.,
Patwardhan, A., Burton, I., Corfee-Morlot, J., Magadza, C. H. D., Fussel, H., Pittock, A. B.,
Rahman, A., Suarez, A., and Van Ypersele, J. (2009). Assessing dangerous climate change



52 WILLIAM BROCK, GUSTAV ENGSTROM, AND ANASTASIOS XEPAPADEAS

through an update of the Intergovernmental Panel on Climate Change (IPCC) “reasons for
concern”, Proceedings of the National Academy of Sciences, 106, 4133-4137.

Stanton, E. A. (2011). Negishi welfare weights in integrated assessment models: The
mathematics of global inequality. Climatic Change, 107(3-4), 417-432.

Tarnocai, C., Canadell, J., Schuur, E., Kuhry, P,, Mazhitova, G. and Zimov, S. (2009). Soil
organic carbon pools in the northern circumpolar permafrost region. Global Biogeochemi-
cal Cycles, 23(2), GB2023.

Tol, R. S.J. (1997). On the optimal control of carbon dioxide emissions: An application of
FUND. Environmental Modeling and Assessment, 2, 151-163.

Trenberth, K. E., Fasullo, J. T., O’Dell, C., and Wong, T. (2010). Relationships between tropi-
cal sea surface temperature and top-of-atmosphere radiation. Geophysical Research Letters,
37(3), 1-5.

von Deimling, T., Meinshausen, M., Levermann, A., Huber, V., Frieler, K., Lawrence, D.,
and Brovkin, V. (2012). Estimating the permafrost-carbon feedback on global warming.
Biogeosciences Discussions, 89, 649—665

Wang, W. C,, and Stone, P. H. (1980). Effect of ice-albedo feedback on global sensitivity in
a one-dimensional radiative-convective climate model. Journal of the Atmospheric Sciences,
37(5), 545-552.

Weitzman, M. L. (2010). What Is The “Damages function” for global warming? — and what
difference might it make?. Climate Change Economics, 1(1), 56—79.

Wu, W., and North, G. R. (2007). Thermal decay modes of a 2-D energy balance climate
model. Tellus A, 59(5), 618—626.

Xepapadeas, A. (2005). Economic growth and the environment. in K. G. Maler, and J. R.
Vincent, (eds.), Handbook of Environmental Economics, Vol.3, pp. 1219-1271. Philadelphia:
Elsevier.

Zhang, T., Barry, R, Knowles, K., Ling, F. and Armstrong, R. (2003). Distribution of
seasonally and perennially frozen ground in the northern hemisphere. In Proceedings of
the 8th International Conference on Permafrost, July 21-25 2003, Zurich, Switzerland, pp.
1289-1294, Lisse, The Netherlands: A. A. Balkema.

Zimov, S., Schuur, E., and Chapin F III. (2006). Permafrost and the global carbon budget.
Science, 312(5780), 1612—-1613.



CHAPTER 4

ECONOMICS OF ENVIRONMENTAL
REGIME SHIFTS

FLORIAN WAGENER

4.1 INTRODUCTION

MaNY systems can exhibit several qualitatively different kinds of behaviour; which of
these is selected is a function of the history of the system. This phenomenon is common
in economics: we talk of societies languishing in poverty traps; evolutionary game the-
ory explains why in a given country all cars drive on the same side of the road, though it
does not make predictions about which side this will be; and archaeologists tell us that
6000 years ago, the Sahara desert was a pleasant place to stay. All of these are examples
of systems that can be in qualitatively different regimes.

A regime is a collection of states with similar characteristics. Of course, big exter-
nal shocks can transport a system from one regime to another. More usually, regime
shifts are caused by accumulating processes driven by positive feedbacks. In economics,
an early documented instance of such a feedback mechanism is the phenomenon of
increasing returns to scale, perspicaciously described by Adam Smith in his discussion
of the pin factory. This mechanism effected one of the most far-reaching regime shifts,
transporting Western society from the agricultural-manufactural state to the industrial
state.

The overriding interest of the problem of the existence of a general equilibrium,
and the related hope that this equilibrium might be stable under some general condi-
tions, has over time fostered a huge research effort in mechanisms that ensure stability,
putting emphasis on static rather than dynamic aspects of economic systems. The
literature on destabilizing mechanisms is in comparison much smaller, but typically
in times of actual or impending economic crisis, interest in the dynamic aspects of
economies has a tendency to return to the fore.

In these days, there is ample evidence that the mean temperature of the Earth’s atmo-
sphere and oceans is rising, and moreover that this is a consequence of human actions.
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This temperature rise changes the living conditions of plant and animal species, and
by itself it may have serious consequences for man’s economic activities.

Moreover, ecological systems may respond to an incremental increase of environ-
mental pressure with sudden regime shifts, which have short-term and long-term
economic consequences. A body of important research on the economics of ecological
systems with nonconvexities has been collected in Dasgupta and Miler (2004). This
chapter discusses economic set-ups in which regime shifts may occur that have been
developed since, techniques to analyze them, and lessons that can be learned from
them. Special emphasis is put on the so-called lake or shallow lake model, as it is in
a sense the simplest dynamic economic model featuring a regime shift; this occupies
the first part of the chapter. Other approaches treat the shift to a different dynamics
as occurring with a certain probability. For a recent overview of literature treating the
management aspects of regime shifts, we refer readers to Crépin et al. (2012).

4.2 CERTAIN REGIME SHIFTS: THE LAKE MODEL

The “lake” or “shallow lake” model was originally introduced to analyze the tragedy
of the commons in the situation of a lake polluted by agricultural waste. Its simplic-
ity makes it a prototypical study object for the ramifications of optimal management
decisions when dealing with a system that features positive feedback.

Lakes host intricate ecosystems; for the present purposes, a simplified description is
sufficient, but the real object is much more complicated (Scheffer, 1998).

The bottom of a lake is formed by the sediment; the root systems of water plants
hold it in place. In a clear, “oligotrophic” state, the sunlight, which these plants need
to live, filters through the water column above them. If artificial fertilizers are used on
the fields around the lake, rainfall washes some of the phosphorus they contain into
the lake. There it increases phytoplankton biomass in the water column as well as the
periphyton layers on the water plants. Both deprive the plants of light.

When water plants die, they release the lake sediment as well as the phosphorus
contained in the sediment. This initiates a positive feedback loop, as the resuspended
phosphorus increases the phytoplankton biomass in turn: the lake becomes turbid or
“eutrophic.” Depending on the characteristics of the lake, a return to the oligotrophic
state, if at all possible, necessitates a large reduction of inflow of phosphorus.

Denote by x = x(¢) the amount of phosphorus suspended in the water column of
the lake, by u = u(t) the inflow, per unit time, of phosphorus resulting from agri-
cultural activities, and by b the sedimentation and outflow rate of phosphorus out
of the water column. The following differential equation provides a model for the
phosphorus concentration x in the lake (cf. Miler et al., 2003):

x=u—g(x). (4.1)
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(a) ”

‘ X

FIGURE 4.1 The lake dynamics for a fragile lake (b = 0.49), a reversible lake (b = 0.51) and a
robust lake (b = 0.66). The point x, indicates the point of no return of the fragile lake.

In particular, the natural dynamics g of the lake is often taken to be of the form

2

g(x) =bx— (4.2)

21
Figure 4.1 illustrates the resulting dynamics for constant loadings u and three different
values of the sedimentation rate b.

The arrows indicate the direction of the dynamics. Taking u for the moment to be
a constant system parameter, it appears from Figure 4.1 that for some combinations
(b, u) the lake dynamics (4.1) has a single steady state, whereas for others there are
three steady states. Figure 4.2 indicates the precise parameter regions.

Increasing the value of the parameter u in, for instance, Figure 4.1a destabilizes
the oligotrophic (left) steady state at a critical value u., and the system shifts to the
eutrophic (right) steady state. Decreasing the value of u slowly, will not shift the sys-
tem back. A fragile lake cannot be restored to an oligotrophic situation at all: if the state
x(t) reaches the level x, (see Figure 4.1a for the location of x.) for some time ¢t = ¢/, it
cannot decrease past x, for any future time ¢ > ' again: the regime shift is irreversible.
But even if the regime shift is reversible, as in Figure 4.1b, the phosphorus inflow has
to be decreased to much lower levels than u. before the reverse regime shift occurs.

Equation (4.1), with x as a negative capital and u as a negative investment, has
similar properties to capital dynamics with increasing returns to scale, that is, with
nonconcave production functions, which have been considered in the literature on
optimal growth since the late 1960s (Treadway, 1969; Sethi, 1977; Skiba, 1978; Majum-
dar and Mitra, 1982; Dechert and Nishimura, 1983; Romer, 1986; Krugman, 1991).
Pollution models with nonconcavities were studied by Tahvonen and Salo (1996) and
Brock and Starrett (2003).
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FIGURE 4.2 Bifurcation diagram for the lake dynamics (4.1). The labels refer back to the three
typical situations depicted in Figure 4.1: region (a) corresponds to a fragile lake with three steady
states, region (b) to a reversible lake with three steady states, and region (c) to a robust lake with
only a single steady state. Two saddle-node bifurcation curves (solid), coalescing in a cusp point,
bound the union of the regions (a) and (b) where there are three steady states. The line b = %
(dashed) divides these two regions.

4.3 OPTIMAL MANAGEMENT

4.3.1 Affectors and Enjoyers

Equation (4.1) describes the ecological dynamics of the lake. An economic component
enters if there are agents that use the lake. This may be direct use, by fishermen for
fishing, by tourists for recreation, by a water company for freshwater, or indirect use,
by farmers that use artificial fertilizer. In the terminology of Brock and Starrett (2003),
the former agents are enjoyers of the lake, while the latter are affectors. The shallow
lake literature assumes that the social stream of benefits f; is of the form

Bs(x, u) = Ba(u) + c Be(x). (4.3)

The benefit stream S,(u) of the affectors is increasing and strictly concave in the use
u of phosphorus, whereas the benefit stream B.(x) of the enjoyers is decreasing and
strictly concave in the amount of phosphorus x in the water column of the lake. The
parameter c is a weighting parameter, expressing the relative economic importance of
the enjoyers relative to the affectors of the lake.
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Miiler et al. (2003), who introduced the economic lake model, made the specific
choices

Ba(u) =logu,  Pe(x) = —x. (4.4)

In the shallow lake optimal control problem, a manager maximizes the integral I of the
discounted stream of benefits over an infinite time horizon

1=/ooe_ptﬂs(x, u) dt:/ooe_pt(ﬂa(u)JrCﬂe(x)) dt, (4.5)
0 0

subject to the dynamic constraint (4.1).

4.3.2 Analysis of Long-Term Steady States

The lake problem almost always reduces to a quasi-static problem if future benefits are
not discounted. To make this statement precise, the concept of an optimal solution of
the problem has to be specified, as the integral (4.5) usually diverges if p = 0. Rather
than introducing notions like catching up or overtaking optimality (von Weizsicker,
1965), the much simpler notion of average benefit stream is used here.

Define the finite-horizon average benefit stream

1 T
AT = ?A ﬂs(x, M) dt,

which compares the integrated undiscounted benefit stream with a constant benefit
stream. The infinite-horizon average benefit stream is then

A= lim Ar.

T—o00

For trajectories tending to a steady state, the value of A reduces to the value of §; at
the steady state, as the details of the transient dynamics do not influence the value of
the limit. Only if there are several steady states with equal values of A, a more precise
optimality criterion, like catching up or overtaking, is relevant. In the present context,
this, however, constitutes a nongeneric “hairline” case.

In the situation without discounting, a manager has to maximize the benefit stream

Bs(x, 1) = a(u) + Be(x),
subject to the steady-state condition
u—g(x)=0; (4.6)

compare Miler et al. (2003; Section 3). Substitution of the latter equation into the
former yields the benefit stream as a function of the state

B(x) = Ba(g(x)) + Be ().
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If this is maximal, then

Bi(x) + B, (g(x)g (x) = 0.

That is, the sum of the marginal benefits that the enjoyers and the affectors derive from
the lake is zero.

For the specification (4.2) of the lake dynamics and (4.4) of the benefit streams,
Figure 4.3 shows the graph of 8.

It appears that the function 8 can have several local maxima. To find the parameter
values for which one of these, say the left local maximum, is global, it suffices to deter-
mine those parameter values that are in the boundary of this set; these correspond to
the bifurcating cases. For the situation that there are two local maxima, and the left
one is global, there are two bifurcations: either the right local maximum is about to
disappear in a degenerate critical point, or the two local maxima are both global. The
numerical condition for the first case is that there are two points x; < x;, such that

ﬁ/(xl) = 0’ ,B//(xl) < 0)
B'(x)=B"(x)=0, B"(x2)#0,

and for the second

B(x1)=B'(x)=0 p'(x)<0, B"(x)<0,
B(x1) = B(x2).

Figure 4.4 depicts the curves in the (b, c)-parameter plane determined by these con-
ditions, as well as analogous conditions for the case that the right local maximum is
global.

B
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FIGURE 4.3 Total benefit stream in steady state: b= 0.55, ¢ = 0.35.
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FIGURE 4.4 Bifurcation diagram of the quasi-static optimally managed lake.

There is a peculiarity in this figure, related to the line b = % Recall that if b < %,

the lake is irreversible, once it has reached an eutrophic state. The region where the
oligotrophic steady state is optimal has therefore to be divided into two subregions,
according to whether the oligotrophic maximum can be realised from all initial states,
or whether it can be realized only from sufficiently unpolluted initial states.

Note that the interval of eutrophic c-values increases as b increases: this reflects the
fact that for robust lakes, the eutrophic states are less damaging than for fragile lakes,
and therefore it is less imperative to avoid them. Optimal management gives the highest
priority to conserve the most fragile ecosystems.

4.3.3 Analysis of Dynamic Solutions

For positive discount rates, the details of the transient dynamics are not negligible any
more. Solutions to the optimal management problem are computed using the Pon-
tryagin maximum principle (see Seierstad and Sydsaeter, 1987). For this, introduce the
(current-value) Pontryagin function

P(x,y,u) = Ba(u) + Be(x) + y(u— g(x));

here y is the shadow cost of pollution. The function P is often called the (current-value)
Hamilton function or the unmaximized Hamilton function. The maximum principle
requires that for given x and y, the action u maximizes the value of P.

Let u=u*(y) =( ﬂ;)_l (—y) be this maximizer. The (current-value) Hamilton func-
tion of the problem, also called the maximized current-value Hamilton function, is
then

H(x,y) = Ba(u*(y)) + Be(x) + y(u* (y) — g(x)).
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The maximum principle then further requires (x, y) = (x(¢), y(¢)) to satisfy the system
of differential equations

oH

x= a—(x,y) =u*(y) — g(x), (4.7)
Y

oH
y=py— a(x,y) = py — BL(x) + y¢' (x), (4.8)

together with two additional boundary conditions in the time domain. The first of
these

x(0) = x (4.9)

just expresses that at t = 0, the state trajectory is at the initial state xo. The second is
the transversality condition, which requires that

tlirgo e Ply(t)=0 (4.10)

if the state trajectory is eventually bounded away from the state boundary point x = 0;
that is, if there is some § > 0 and some T > 0 such that x(¢) > § for all t > T. If
the state trajectory is not eventually bounded away from the state boundary, then the
transversality condition requires that

limsupe *’y(t) <0. (4.11)
t—00
Equations (4.7), (4.8), (4.9) and (4.10), or (4.11) constitute necessary conditions for
any optimal solution. These conditions take the form of a boundary value problem of
a system of differential equations. The typical outcome of the maximum principle is a
diagram as shown in Figure 4.5.
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FIGURE 4.5 Candidate solutions found with the maximum principle. Parameters: b = 0.51,
c=0.5, p =0.03.
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The figure shows two curves in the (x, u)-plane that have the property that the graph
of the optimal policy function, denoted by a thick line in the figure, is necessarily a part
of the union of these curves. The two curves are the union of the orbits that approach
the saddle equilibria of the state-costate system, indicated by dots in the figure, as ¢
tends to infinity. The curves do not fully specify the optimal policy function, as there is
a region, roughly between x = 0.6 and x = 1.1, where the graph of the optimal policy
function could coincide with either of the curves.

To resolve this ambiguity, the value of the integral I has to be computed on all points
of the two curves in the overlapping interval; this is usually done using numerical
methods. It can be shown (Wagener, 2003) that there is exactly one point x; in the
ambiguous interval such that for all x < x;, the curve through the left saddle point
coincides with the graph of the optimal policy function, while for x > x;, the same
holds for the curve through the right saddle point. At x;, the policymaker is indiffer-
ent between the two branches of the policy function; the point is therefore called an
indifference threshold. Readers should note that there are many names used in the liter-
ature for this concept: for example, tie point, shock point, Maxwell point, Skiba point,
Dechert-Nishimura(-Sethi)-Skiba point.

The result of the analysis is the optimal policy function, illustrated in Figure 4.6.
In the figure the dashed line indicates the locus of the stabilizing levels of u; those
are the levels of u which stabilize x at the given value. For the left steady state x,, the
optimal pollution policy is above the stabilizing level if 0 < x < x,, while it is below
that level if x, < x < x;. This pushes the system towards x, for all initial states below
the indifference threshold—arrows on the horizontal axis indicate the dynamics under

FIGURE 4.6 Optimal policy function and optimal dynamics. Intersections of the graph of the
optimal policy function (solid) and the x = 0 isocline (dashed) give the steady states under
optimal management (black circles). The resulting dynamics under optimal policy is indicated
on the horizontal axis: the circles indicate the stable steady states, whereas the square indicates
the indifference threshold. Same parameters as in Figure 4.5.
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the optimal policy. Analogously, for all initial states above x;, the optimal policy pushes
the state to the right steady state xe.

Note also the gradient of the optimal policy function: at the oligotrophic steady state,
it is strongly negative, implementing a strong negative feedback that stabilizes the lake
at the tipping point, whereas at the eutrophic steady state the policy function is almost
constant and the natural dynamics of the lake effect its stabilization.

The shallow lake problem depends on two additional parameters, the weight param-
eter ¢ introduced above, and the discount rate p, which determines the relative weight
of future benefits relative to present benefits. Depending on the values of the param-
eters b, ¢, and p, there are three structurally stable qualitatively different types of the
dynamics of the lake under optimal policy.

In this context, “structural stability” of a type means that by slightly changing the
problem, the type of the dynamics under optimal management of the changed problem
is the same as of the original problem. In a parameter diagram, a structurally stable type
corresponds therefore to an open set of parameter values, as small parameter changes
cannot change the type of the dynamics. The structurally stable types are the “typical”
configurations of the system dynamics.

Figure 4.6 shows a typical configuration: two attracting long-term steady states,
separated by an indifference point. Figure 4.7 gives the other two: a single, globally
attracting steady state, and two attracting steady states separated by a repelling steady
state. In the latter configuration, the optimal values of u are close to the stabilizing
values of u, for which x = 0; this implies that for that configuration, the state x(¢) is
changing only slowly over time.

4.3.4 Classification of Solutions
Systems that are not structurally stable are called bifurcating. Determining parameter

values of bifurcating systems consequently yields the boundaries of the parame-
ter regions that correspond to the various structurally stable types. Kiseleva and

@ , Of

1 L g X L A X

FIGURE 4.7 Two types of typical state dynamics under optimal management. Left: globally
asymptotically stable attracting steady state. Parameters: b = 0.6, ¢ = 0.6, p = 0.03. Right: two
attracting steady states, separated by a repelling steady state. Parameters: b = 0.675, ¢ = 0.92,
p = 0.16. The open circle indicates a repeller; other symbols are as in Figure 4.6.
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Wagener (2014) give a classification of the possible bifurcating systems for optimal
control problems with one-dimensional state spaces.

The so-called codimension expresses the relative importance of a bifurcation. The
main bifurcations are the bifurcations of codimension one: the parameter sets corre-
sponding to systems at these bifurcations are composed of unions of manifolds whose
dimensions are one less than the dimension of the parameter space. Higher codimen-
sions are defined similarly. For instance, if the parameter space is two-dimensional,
codimension one bifurcations trace out one-dimensional curves, codimension two
bifurcations correspond to isolated points, and codimension three bifurcations do
usually not occur in a two-parameter diagram.

There are three types of codimension one bifurcations for the dynamics under
optimal management: a saddle-node (SN) bifurcation, where a repeller and an attract-
ing steady state are created or destroyed; an indifference-attractor (IA) bifurcation,
where an indifference threshold and an attracting steady state are created or destroyed,
and an indifference-repeller (IR) bifurcation, where an indifference threshold turns
in to a repeller or vice versa. For the shallow lake model, Figure 4.8 illustrates the
regions of structural stability, as well as the codimension one bifurcation curves, for
the (b, ¢)-parameter plane with p = 0.03, and for the (c, p)-parameter plane given by
b=10.65.

In the lake model, the parameter b is like a technology parameter: it is a typical
physical feature of a given lake. In contrast to this, the parameters ¢ and p describe
economic preferences. Figure 4.8b is interesting, as it shows the dependency of the lake
dynamics on the preferences of the decision maker. In particular, note that increasing
p always eventually leads to the lake eutrophicating.

4.4 GAME

Miler et al. (2003) also considered a noncooperative game associated to the shallow
lake system. In this game, a number of decision makers or “players,” say n, where n > 2,
use the lake. An example would be communes or states bordering the lake. Player i
derives benefits from agricultural activities, causing a phosphorus inflow u; = u;(t)
into the lake. The amount of phosphorus in the lake is then described by

= ui—g(x). (4.12)
i=1

All players suffer from the pollution in the lake; that is, the benefits of player i are given
by the integral

. / % e 1B i) it = / T e (Bui1) - i) .
0 0
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FIGURE 4.8 Bifurcation diagrams. Left: the (b,c)-diagram for p = 0.03. Right: the (c,p)-
diagram for b = 0.65. Solid curves border regions of structural stable dynamics under optimal
management. Dashed curves correspond to bifurcations of the state-costate system that do
not correspond to bifurcations of the state dynamics under optimal management. The abbre-
viations ISN, DIR, C refer to codimension two bifurcation points not discussed in the text.
(After Kiseleva and Wagener, 2010).

An action schedule that determines at each point in the game the pollution
amount u; of player i is called the strategy of player i. Strategies that con-
sist of actions that are only conditioned on time, that is, for which u; = wu;(¢),
are said to be of “open-loop” type. Other types of strategies are considered
below.
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The optimal pollution rate of player i will depend, through the lake dynamics (4.12),
on the choices of

U_j= u—i(t) = (ul(t)v' . ,Mj_l(t), ui-l-l(t)" . 7un(t))

of the other players. The strategies uj, j = 1,...,n form a Nash equilibrium if player #’s
strategy is optimal given the strategies of the other players.

For the specifications (4.4), Miler et al. (2003) have investigated symmetric open-
loop Nash equilibrium strategies in a game with 7 players; that is, in equilibrium, each
player uses the same strategy u;(f) = unc(t) (for noncooperative).

4.4.1 Steady-State Analysis

As for the optimal management case, a steady-state analysis can be performed. Again
this corresponds, except for hairline cases, to the dynamic analysis of the situation
for p = 0, that is, for vanishing discount rates. For the sake of simplicity, only the
two-player situation n = 2 is considered.

Given that player 2 plays the time-constant strategy u,, player 1 maximizes

B1(u1) = Ba(u1) + Be,1(x),

subject to the condition
up +uy — g(x) = 0.

Eliminating u, the benefit stream S; as function of the steady state x takes the form
B1(x) = Ba1(g(x) — uz) + Be,1(x).

The condition for a maximizing steady state reads as

0= B,1(g(x) —u)g (%) + B, (%),

and it has the same interpretation as before.
The symmetry condition requires that u; = uy; if the lake is to be in steady state,
then

1
U =u = Eg(x)’
leading to the eventual condition that
0=P8,1(8(x)/2) &' (x) + B, (%) (4.13)

As usual, this condition is necessary for a Nash equilibrium, but not sufficient. For, let
x = x* be a state that satisfies (4.13); the implied actions of the players are then
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The pair (u1,uz) = (uf,u5) only defines a Nash strategy equilibrium if x = x* is a
maximiser of the benefit stream of player 1 when u, = u}. There are situations where
that is not true.

Identifying the bifurcations in an analogous manner as in the optimal management
problem, Figure 4.9 shows the regions corresponding to typical situations.

The dashed curve on the right bounds the region for which there is a unique solution
of equation (4.13), which gives the Nash equilibrium steady state, from the region for
which there are three solutions, two of which, corresponding to local maxima of 8;(x),
are candidate Nash equilibria. Both correspond to a Nash equilibrium in the regions
marked “#NE = 2” and “#NE = 1 or = 27; in the latter region, the oligotrophic Nash
equilibrium may not be reachable due to irreversibility of the lake dynamics, if the
initial steady state of the lake is too far in the eutrophic region. In the regions marked
“oligotrophic NE” and “eutrophic NE,” only one of the two local maxima of 8;(x)
corresponds to a Nash equilibrium, the other being not stable under nonsymmetric
deviations.

Computing the payoffs Voligo and Veyyr at the candidate Nash equilibria, it turns out
that these are higher in the oligotrophic candidate whenever (b, ¢) is above the dotted
curve in the region marked “eutrophic NE.” That means that in the intersection of the
region where Vyligo > Veutr with the “eutrophic NE” region, the game has the structure
of the prisoner’s dilemma, whereas in the region “#NE = 2,” it is a stag-hunt game.

4.4.2 Dynamics: Open-Loop Nash

Miiler et al. (2003) show that symmetric open-loop Nash equilibrium strategies u;(t) =
unc(t), i=1,...,n of the n-player game with parameters (b, ¢, p) also are maximizers

oligotrophic NE

\
S

HNE =1o0r2, HNE =2 /
Vo> VL

oligo” Yeutr

dependent on

initial state
0.5+

FIGURE 4.9 Steady-state Nash equilibria of the lake pollution game. (After Wagener (2013).)
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of the optimal management problem with parameters (b, c/n, p). It follows that if n is
sufficiently large, the lake is always allowed to eutrophicate. In contrast to this, the sym-
metric cooperative strategies u;(t) = uc(t), i = 1,...,n, have the property that nuc(t)
is a maximizer of the optimal management problem with parameters (b, ¢, p). That
is, if there are too many players, the lake eutrophicates, while the optimal cooperative
solution would be to conserve the lake in an oligotrophic state. Put differently, the lake
problem is another instance of Hardin’s tragedy of the commons (Hardin, 1968).

It does, however, not necessarily follow that the bifurcation diagram in Figure 4.8a,
with ¢ replaced by ¢/ n, gives the structure of the open-loop Nash equilibria. As showed
in Section 4.4.1, for p = 0 some candidate Nash equilibrium strategies may be unstable
under nonsymmetric deviations. A bifurcation diagram for p > 0 where the possibility
of unsymmetric deviations is taken into account has not yet been given in the literature.

4.4.3 Dynamics: Closed-Loop Nash

In contrast to open-loop strategies, closed-loop strategies condition actions on time
as well as on the state of the system. That is u; = u;(,x). A subclass of closed-loop
strategies are the feedback strategies, where the actions are exclusively conditioned on
the state: 1; = u;(x). In infinite horizon games with exponential discounting, the opti-
misation problem is essentially time-invariant, and closed-loop strategies reduce to
feedback strategies.

Kossioris et al. (2008) and Dockner and Wagener (2014) have found symmetric
feedback strategies for the lake game numerically. To sketch the method, assume that
feedback strategies u_;(x) of all players except player i are given. Introduce the value
function V; of player i as

Vi(x) = sup /0 P (Bai(t) + Bes()) di,

where the supremum is taken over all pollution schedules #;, subject to the lake dynam-
ics (4.12) as well as the initial condition x(0) = xp. The Pontryagin function of player i
reads as

Pi(x, yis i) = Pai(i) + Bei(x) + yi | i+ Y uj(x) — g(x)
j#i

Then the value function V; satisfies the Hamilton-Jacobi-Bellman equation

pVi(x) = muaxP(x, Vi (x), ui u—i(x)). (4.14)

It can be shown that V; is continuous for all x; at points where the value function is
nondifferentiable, the Hamilton-Jacobi-Bellman equation is satisfied in the sense of
viscosity solutions. In the present context, points of nondifferentiability are generically



68 F. WAGENER

isolated. The notion of viscosity solution prescribes precisely in which way V! can
jump at a point of nondifferentiability between the values of V; that yield the same
value p Vi(x) of the right-hand side of (4.14). In practice, these are the natural jump
conditions.
Analogously to the optimal management case, the maximization in (4.14) yields a
relation
ui = uf(V}(x)),

where 1} (y;) = ( ,3;’ i)_l( — ¥i). These relations hold for every i =1, - - - , n. Substitution
back into (4.14) yields

PVi:Hi(X> V{(X), :Vy/l(x))) (415)
where
Hi(%, y15++ 5 ym) = Bailif (7)) + Bei(x) + yi | D 0 () — g(x) (4.16)
j#i

is the Hamilton function of player i in the game. Taking equation (4.15) repeatedly for
i=1,---,nyields the system of Hamilton-Jacobi equations for the value functions of
the players in a Nash equilibrium of feedback strategies.

In the symmetric situation, where the benefit streams are equal for all players, it
is possible that the feedback strategies, the Hamilton functions and the associated
value functions are also the same for all players. Then the system of Hamilton-Jacobi
equations reduces to the single equation

pV = Hymm(x, V' (x)), (4.17)
with
Heymm(%,y) = Ba(t* (1)) + Be(x) + y (n — Du*(y) — g(x)) .
For the specifications (4.2) and (4.4) of the lake problem, equation (4.17) reads as
pV(x) = —log(—V'(x) — e — V/(x)g(x) — (n— 1). (4.18)

Equation (4.17) is an implicit differential equation for V; there is no initial condi-
tion. To solve the equation, introduce y(x) = V'(x), differentiate both sides once with
respect to x, and rearrange terms to obtain

Hsymm

0x

Hsymm

dy

0
(x,y(x))y' (x) = py(x) — (%, y(x)). (4.19)
This is sometimes called the shadow price equation (see Case, 1979; Tsutsui and
Mino, 1990; Dockner and Van Long, 1994; Wirl, 1996; Rincén-Zapatero et al., 1998).
Dockner and Wagener analyze this equation by remarking that a curve (x(s),y(s))
traces out the graph of y = y(x) around a point where y(x) is differentiable, if

H, symm ad Hsymm

X (s)= (x(s),y(5)),  y(s)=py— (x(5), y(s)). (4.20)

X
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Unlike the situation of the optimal management problem, the curve parameter s has
not an interpretation in terms of time; it is a purely auxiliary quantity. For the lake
game, this yields

X (s) = u—g(x), V' (s) = py+2cx+ yg' (x). (4.21)

Since there is no initial condition, all integral curves of the system (4.20) that sat-
isfy the transversality condition are candidates to generate Nash feedback equilibrium
strategies.

Kossioris et al. (2008) report graphs generated by such families of integral curves as
Nash feedback equilibria. However, the reported graphs are only defined on subinter-
vals U of the state space X = [0,00). To be a Nash equilibrium, no deviation from the
equilibrium strategy should generate a higher payoff. But as it is possible to construct
a strategy that takes the state out of the interval U, the payoff for the players that play
a strategy only defined in U becomes undefined. To make such strategies admissible,
the game has to be changed in such a way that no player can play an action taking the
system out of U. But for the unrestricted game, these strategies cannot be admitted as
solutions. Only those integral curves can constitute Nash equilibrium strategies that
are defined on the whole state space.

For the lake game, the equations (4.20) coincide with the system (4.7)—(4.8); the
optimal policy function given in Figure 4.6 is therefore also the Nash feedback strategy
of a player in the game. However, as there are now several players, the resulting steady
state will be lower. Figure 4.10 illustrates two situations.

Consider first Figure 4.10a, where the lake is reversible, but close to fragile. Under
cooperation, the joint action of the cooperators is equal to optimal management, as
illustrated in Figure 4.6. As noted before, the oligotrophic steady state is close to the
tipping point of the lake dynamics, and the strong negative feedback provided by the
optimal policy function stabilizes it. Under cooperation, each of the players are allowed
half of the pollution level of the optimal pollution level; in Figure 4.10a this level is
equal to the value of the vertical coordinate of the white circles.

FIGURE 4.10 Two-player symmetric Nash equilibrium feedback strategies for the lake game
(solid), as well as the associated long-term steady-state condition 2u = g(x) (dashed). The cir-
cles indicate long-term steady states under cooperation (white) and noncooperation (black).
Parameters: n=2, p = 0.03.



70 F. WAGENER

The cooperative level is much lower than the pollution level of the noncoopera-
tive feedback strategy at the tipping point. On the other hand, noncooperation results
in an oligotrophic steady state that is past the tipping point, the left black circle in
Figure 4.10a, where both the pollution level in the lake is higher, and the pollution
stream allowance of the players is lower, than in the cooperative steady state. Moreover,
the stabilizing feedback is much weaker: the graph of the feedback strategy runs close to
that of the steady-state condition u= g(x)/2 of the lake, indicating that time-relaxation
toward the steady state will be slow.

The relative locations of the eutrophic steady state under cooperation and noncoop-
eration show a trade-off: under noncooperation, a worse state of the environment sets
off higher production.

If the lake is more robust, as in Figure 4.10b, the eventual outcome of the economic
interactions deteriorates: under noncooperation, the oligotrophic steady state disap-
pears, and instead there is a discontinuity in the strategies of the players at a critical
state x = x.. The low values of the pollution stream for state values lower than but
close to the critical state imply that the lake will remain for a long time still at low
pollution levels; then, when the critical state is crossed, the lake deteriorates rapidly
towards the eutrophic steady state.

Apparently, if the lake is robust and therefore can sustain more pollution, the danger
of an environmental regime shift is not sufficiently pressing for it to be prevented; it is
the fragile lake that more easily survives, because ending up in the eutrophic domain is
much more costly in the long run.

4.5 TAXES

A possible way to alleviate the effects of the prisoner’s dilemma in the shallow lake
problem, or more generally in problems where different agents use a common pool
resource, is to impose taxes that correct the shadow value of the stock. Miler et al.
(2003) and Kossioris et al. (2011) consider such tax schemes for the lake problem
sketched above; Heijnen and Wagener (2013) model the pollution stream as an out-
put of a capital-intensive industry and they consider taxes for this situation. Heijdra
and Heijnen (2012) show that in presence of hysteresis, a policy of finite duration can
have lasting beneficial effects.

4.5.1 Time-Dependent Tax Rates in the Lake Problem

A proportional tax T = t(¢) on the pollution stream, imposed on players using open-
loop strategies, changes the total benefits of player i to
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L= / " et (B(us) + Bol) + T d.
0

Given the pollution streams of the other players, the dynamic optimization problem of
player i then requires maximizing the Pontryagin function

P = Ba(ui) + Be(x) +Tui+yi [ Y ui—g(x) |,
j=1

which leads to
Bi(ui) +t+yi=0.

Let u.(t) = %uo(t) be the optimal pollution stream allowance for each player under
cooperation, which is the nth fraction of the optimal pollution stream u, of a single
player. For u; = u, the corresponding shadow value of the lake for player i equals

Ye,i = —Baluc).

In order that the optimal choice of u; in an open-loop Nash equilibrium coincides with
Uc, it is necessary that

T =Ye,i— V)i

“The tax bridges the gap between the social shadow cost of the accumulated phospho-
rus [...] and the private shadow cost of the accumulated phosphorus” (Miler et al.,
2003, p. 615). However, a time-varying tax rate is in practice difficult to implement.
In Miiler et al. (2003), the authors therefore turn to a constant tax rate that changes
the dynamics in such a way that the oligotrophic steady state coincides with the steady
state under cooperation.

4.5.2 State-Dependent Tax Rates in the Lake Problem

Kossioris et al. (2011), considering the situation that players use feedback strate-
gies u; = u;(x), investigate the effect of state-dependent tax rates T = t(x) given by
low-order polynomials: a constant rate is the simplest example in this class. Using a
numerical algorithm to choose the tax rate optimally, they show that for a given initial
value, a cubic state dependent tax rule can bridge almost two thirds of the gap between
the payoffs per player in the noncooperative and the cooperative cases.

4.5.3 Time-Dependent Tax Rates in a Global Warming Model

Models where an industry affects a natural resource, and which can sustain multiple
equilibria, have been studied by Greiner and Semmler (2005), Greiner et al. (2010),
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and Janmaat (2012). The latter author considers the fish stock in a lake as productive
capital; naturally, the state of the lake affects the capital stock.

Greiner et al., slightly modifying the model of Greiner and Semmler, study global
warming caused by the emission of greenhouse gases (GHGs): mean atmospheric
temperature T and the concentration of GHGs M, expressed as a multiple of the
preindustrial level, evolve according to

T =g(T) +logM,
M:E—MM;

here g is a nonlinear relation deriving from the Earth’s radiative energy balance, and E
are industry emissions, taken to be proportional to the ratio of capital K to abatement
activities A, or per capita capital k to per capita abatement a:

K k

Ex—=-.

A a
The labor supply L is assumed to grow at a rate n. Expressing everything in per capita
units, per capita output takes the form

y= bk*D(T);

the damage function D is decreasing, taking the value 1 for the preindustrial mean
temperature Tp. Output is spent on consumption ¢, abatement a, replacement of old
capital, and income tax and emission tax, at rates T and tf respectively:

E
k:(l—r)y—c—a—tgz — (8 +n)k.

Optimizing total welfare

o
I=/ e ?'Llogcdt,
0

they find, for a certain parameter combination, a surface of indifference threshold
points in the three-dimensional state space (see Figure 4.11).

There are two attracting steady states under optimal management, “warm” and
“cool”: the warm steady state has both higher values of the mean temperature and
of the steady state level of capital. For given values of K, the indifference thresholds
are almost independent of T, except for a small interval around T, ~ 293, where they
decrease from M ~ 2.1 to M = 1.8.

Note the shape of the trajectories: for most initial points, first temperature is steered
toward values around T & 290, that is about 17°C, in the cool regime, or around
T = 296, about 23°C, in the warm regime. Only then are significant changes to the
capital and the pollution levels effected by the optimal policy. In both situations, the
asymptotic value of M is about 2, that is, twice the preindustrial level of GHGs.

Greiner and Semmler (2005) discuss also a competitive economy, where the impact
of the decisions of indiviual agents on the state of the environment is negligible. As
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FIGURE 4.11 Indifference surface in the state space of the Greiner-Griine-Semmler model.
(After Greiner et al., 2010).

in the situation of the lake problem, imposing the tax 7z on emissions to correct the
shadow value of the environment lets the agents internalise the negative externality.

4.5.4 Constant Tax Rates in an Extended Lake Problem

Heijnen and Wagener (2013) extend the lake model by adding a capital-intensive
industry with a fixed amount of labor and a variable amount of capital k; in the model,
the state of the lake has no impact on the industry. As time-dependent taxes, like those
considered above (Miler et al., 2003; Greiner and Semmler, 2005) are hard to imple-
ment in practice, they investigate how well constant tax rates can reduce the pollution
externality.

In their model, industry per capita output y = f(k) is spent on investment in new
capital, consumption «, or taxes, which in the model take the form of mandatory
contributions to pollution abatement. Capital dynamics then take the form

k=f(k)—«k — (84 tmn)k (4.22)

here § is the rate of depreciation of capital; n the amount of pollutant per unit time
generated by the use of a single unit of capital; 7 the price of removing a unit of pollu-
tant per unit time; and finally T the imposed abatement level. The pollutant dynamics
in the lake takes the form
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x=(1—1tn)k—g(x). (4.23)

Two situations are compared: in the first, a social planner tries to maximize

oo
I=/ (logk — ex*) e~ "' dt
0

by choosing the consumption level ¥ optimally. The maximum principle then yields
the following set of equations, after eliminating the shadow price of capital in terms of
consumption:

k= (f' (k)= (p+8+Tn) i+ (1—1)ngc?, (4.24)
g=(p+¢(x)) +2cx; (4.25)

here q is the shadow value of the lake.

In the second “competitive” situation, there is a continuum of identical consumers,
supplying their labour to the industry at the prevailing wage rate w = w(t). Wages
are either spent on consumption or put in a bank account at an interest rate r = r(¢),
which, in turn, is determined by the marginal productivity of capital:

fl(k)y=r(t)+8+tmn.

The bank balances evolve as

b=rb—k+w,
subject to the condition that the discounted value of the bank balances are bounded
away from —oo0; this is a “No Ponzi” condition. As actions of each individual consumer
have negligible effects on the total amount of pollution, every consumer maximizes just
discounted utility from individual consumption

o
/ log (k)e™"* dt.
0

Applying the maximum principle to this dynamic optimisation problem, and express-
ing the costate variable in terms of the consumption yields eventually that

k= (r(t)—p)k.

As the industry is perfectly competitive, the marginal productivity of capital equals the
price of capital, that is
r(t)=f'(k)—8—tmn.

This yields eventually
k=(f(k)—(p+8+Tmn)«. (4.26)

Comparing this with (4.24) shows that here the consumers do not take the state of the
lake into account in their consumption decisions.
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Heijnen and Wagener investigate a parameter configuration for which, without
abatement, the social planner keeps the lake in the oligotrophic state by the social
planner, whereas it flips to the eutrophic state under competition. This is driven by
consumption: while the social planner imposes low pollution streams, and implic-
itly low consumption levels, in the competitive case there is overconsumption and
overpollution.

Increasing the abatement rate T improves the social planner case somewhat: pol-
lution abatement actually allows the industrial production to increase, as pollution
effects are compensated for, which leads to higher consumption levels. When the abate-
ment tax increases past a certain level, abatement becomes so costly that consumption
starts to decrease again. However, the effects on the total welfare level are modest.

This is in sharp contrast to the competitive case: here the total welfare level increases
quickly, though consumption decreases somewhat, until the lake no longer enters the
eutrophic region. When that is the case, the welfare level of the competitive case is
almost equal to that of the social planner case, and it follows the same pattern. Put
differently, the external pollution costs can be largely avoided by imposing a tax whose
proceeds are earmarked for abatement.

4.6 UNCERTAIN REGIME SHIFTS

The shallow lake system models a system that can exhibit a regime shift for which
the dynamics are deterministic and fully known. This section will discuss a num-
ber of articles where a regime shift may occur with a given probability that may or
may not depend on the actions of the agents. In the 1980s, Reed considered regime
shifts occurring with a natural hazard rate for resource extraction problems, more
precisely for forests in the presence of fire risk (Reed, 1984) and the catastrophic col-
lapse of fisheries (Reed, 1988). Clarke and Reed (1994) (see also Tsur and Zemel,
1998) extended this to hazard rates that depended on pollution concentration, and
thus indirectly on the actions of the agents in the problem. They found that if the
hazard rate of a regime shift increased sufficiently quickly with pollution, optimal
pollution levels and consumption levels are lower than in the case where there is
no possibility of a regime shift. If this kind of precautionary behavior on the part
of the agents is optimal, a “precautionary principle” is said to hold. What is puz-
zling about these results, however, is that in some situations, the optimal behavior
of agents is ambiguous. That is, even in the presence of pollution-induced risk of
regime shifts, it may be optimal to consume more, rather than less, than in the situation
without risk.

To understand the underlying mechanisms, consider the following optimal harvest-
ing problem discussed by Polasky et al. (2011). A manager is to maximize discounted
revenues from harvesting
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o0
I:/ e Ppu dt, (4.27)
0

with p the unit price of the harvested good, subject to stock dynamics
x=G(x) —u, (4.28)

as well as the requirements that x > 0, u > 0 for all #. There is a (stochastic) time t
such that for 0 < t < 7, stock growth is given by G(x) = G;(x), whereas for t > 7,
the stock dynamics satisfy G(x) = G,(x). It is possible that the regime shift from G;
to G never takes place. Both functions are strictly concave, take a maximum for some
positive stock value, and satisfy G;(0) =0 (i = 1,2). Deterioration of the system after
the regime shift is expressed by the assumptions that Gy (x) > G,(x) and G| (x) > G, (x)
forall x> 0.

The optimization problem is most conveniently stated and solved in terms of two
Hamilton-Jacobi-Bellman equations: the first for the value V; of the stock before the
shift, and the second for the value V; after the shift. The solution is sketched for the,
simpler, second case, after which the Hamilton-Jacobi-Bellman equation and the result
for the first case are stated.

After the regime shift, the natural growth function of the stock is G,(x). The
Hamilton-Jacobi-Bellman equation for V; reads as

pVa(x) = max {pu+ Vy(x) (G>(x) — )} (4.29)

As the integrand of the revenue I is linear in the harvest rate u, maximizing over u
results in a so-called bang-bang harvesting policy:

0 if V3 (x) > p,
u= { indeterminate if V}(x) = p, (4.30)
o0 if V3(x) < p.

That is, the stock grows at the natural rate as long as its shadow value is above the mar-
ket price for the harvest; if it is below the market price, it is harvested at the maximal
rate.

The solution of equation (4.29) is

e— PO PG (x2)

0
p(x—xz)—i—l%(m for x > x;

for 0 < x < xy,
Va(x) =

here x; is the unique solution of the “golden rule”
Gy(x2) = ps (4.31)

and 0(x) is the time needed by the stock to reach the equilibrium level x,, starting from
the initial level x. That is, when starting below x,, the optimal harvesting policy does
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not harvest until the stock level reaches x,, after which it harvests at the equilibrium
rate Gy (x;). When the initial stock is larger than x,, the excess stock x — x;, is harvested
and sold instantly, after which harvest proceeds as before at the equilibrium rate.
Consider now the situation before the regime shift. Recall that ¢ denotes the stochas-
tic time at which the shift occurs. The probability that the shift occurs in a time interval
[t,t+ h), conditional on the fact that it did not occur before time t, satisfies
P(r e[t,t+h)|t>1)

%1_% . = A(x(1)),

where the limit A(x) is the “hazard rate” at state x. The Hamilton-Jacobi-Bellman
equation for the stock value in the first regime is then of the form

pVi(x) =max{pu+ Vi(Gi(x) =) + A(0)(V2(x) = Vi(x))}

If the rate of stock growth deteriorates after the shift, it follows that V,(x) < V;(x); the
last term in the equation then models the penalty incurred if the regime shift occurs.

The golden rule for the situation before the shift, which is analogous to condi-
tion (4.31) for the steady state after the shift, states that a steady state x; under optimal
harvesting satisfies

(4.32)

V/(Xl)) n A (x1)

/ _ __2 _
G1(x1)—,0+)x(x1)(1 » ) (Gl(xl)

pVa(x) )
This equation furnishes information both if the shift probability is independent of the
stock level (exogenous shift) or dependent (endogenous shift), and both if the stock
collapses after the shift (V,(x) = 0 for all x), or if only the growth dynamics changes.
There are four combinations in total.

First, consider the exogenous shifts, for which X is constant. With stock collapse,
equation (4.32) reads as

Gi(x1) =p+A.

As G| is a decreasing function, it follows that the steady state x; decreases relative to the
situation without the possibility of a regime shift: the optimal harvest rate increases, as
the expected time interval over which harvesting is possible decreases: the planner is
more impatient.

If, however, only the growth dynamics deteriorates, the steady state x, after the
shift is lower than x;, and the excess stock is harvested immediately. This implies that
the second term on the right-hand side of equation (4.32) vanishes. The third term
vanishes as A'(x) = 0 for a constant hazard rate, and the equation takes the form

Gy (x1) = p.

In this situation, the steady state under optimal harvesting is independent on the
natural hazard rate.
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Endogenous shifts with total stock collapse lead to

)\’/
Gi(x1)=p+x<x1>+ﬁel(m. (4.33)

Viewing the stock level as environmental quality, the hazard rate is expected to decrease
as the stock level increases. If the decrease is sufficiently rapid, the result of Clarke and
Reed is recovered that the right-hand side of (4.33) is smaller than p, and the steady
state value x; is larger than in the case without risk of collapse. On the other hand, for
marginal hazard rates that are small in absolute value, impatience of the planner leads
to a decrease of the steady state stock, much like in the case of exogenous risk of stock
collapse.

Finally, for endogenous shifts with deteriorating growth dynamics, and for decreas-
ing hazard rates, the last term on the right-hand side of (4.32) is negative; this involves
some reasoning. As the second term in the expression is again equal to 0, it follows
that here the steady-state stock is always greater than in the situation without regime
shifts. Put differently: if the hazard rate decreases with the stock, and if the planner does
not lose stock at the moment of collapse, the optimal harvesting rate is precautionary
compared with the situation without risk of collapse.

4.7 CONCLUSION

Negative feedbacks generate stable regimes; positive feedbacks differentiate between
regimes. Natural systems under stress can have several regimes; if the stresses are too
large, a regime may lose stability and the system shifts to a different regime (Figure 4.1).
Management improves the robustness of systems by strengthening the negative feed-
back: the oligotrophic steady state of Figure 4.6 and the steady state of Figure 4.7a,
both marginally stable under constant loading, are robustly stable under optimal
management.

If the use of the natural system is shared between agents, the situation deterio-
rates, as is usual with common pool problems. There are generally various situations,
depending on the precise specifications of the system, classified for the quasi-static sit-
uation in the bifurcation diagram of Figure 4.9. In the prototypical lake system, there
is a large parameter region for which there are either two candidate steady-state out-
comes. Though for most of this region, the oligotrophic steady state maximizes the
player’s welfare, only for a small subregion this steady state is the unique outcome
of a Nash equilibrium in loading strategies. The other possibilities are that it is a
welfare-preferred outcome of two Nash equilibria, or that it is dominated by a Nash
equilibrium resulting in the eutrophic steady state. A final possibility, which is uncom-
mon and which derives from the fact that this game is dependent on initial states, is
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that the welfare-preferred steady state is not reachable if the initial state is outside a
certain region.

In the situation with discounted future benefit streams, the whole time-evolution
determines the resulting outcome, not only the steady states. Modelling the behavior
of the agents in terms of strategies, taken from certain strategy classes, tax rules can be
devised that sustain the cooperative outcome. This may result in vastly better long-term
economic performance of the system (Figure 4.10b).

All this analysis presupposes knowledge of the response of the natural system. If
the occurrence of a regime shift is uncertain, but the actions of the agents influence
the probability of the shift occurring, one strand of thought advises to increase con-
sumption, implicitly stressing the environment, in order to make optimal use of the
time before the collapse—“Apres nous, le déluge.” The precautionary principle, which
advises to reduce stress on the environment in order to retard the moment of collapse,
embodies the opposite stance. It turns out that, depending on particulars, both sit-
uations may be optimal if the collapse of the environmental system also entails the
collapse of the natural resources sustained by the system. If there is, however, only
a regime shift of the system, but no instantaneous deterioration of the stock, then
precautionary behavior is unambiguously to be preferred.

The analysis of uncertain regime shifts suggests that it may be of interest to con-
sider learning models in the future: as the system moves to—"“explores”—regions of
the state space not visited previously, the agents learn about the dynamics there, and
modify their behavior accordingly. Also, the assumptions of fully rational behaviour of
agents might have to be relaxed. Finally, the institutional problem remains challenging:
how to decentralise the decision problem such that the negative externalities from envi-
ronmental degradation are, at least partly, internalized (cf. Starrett, 1972), and how to
do this in a practicable way.
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CHAPTER 5§

POLICY SCENARIOS IN A MODEL
OF OPTIMAL ECONOMIC GROWTH
AND CLIMATE CHANGE

HELMUT MAURER, JOHANN JAKOB PREUSS, AND
WILLI SEMMLER

5.1 INTRODUCTION

NorpHAUS, (Nordhaus and Boyer, 2000; Nordhaus, 2008) has developed a dynamical
model linking economic growth with climate change. This model represents the core
of the DICE (Dynamic Integrated model of Climate and the Economy) climate model
which is extensively calibrated in his book (Nordhaus, 2008). This canonical model
has by now become a workhorse of the research on the economics of climate change.
The model variants presented here focus only on the core dynamic equations of the
canonical model of growth and climate change. Though we refer to the Nordhaus DICE
model as a point of reference, we work with a lower dimensional system. We have fewer
equations but a more realistic modeling of the temperature dynamics. This simpler
model variant allows us to explore in a transparent way policy options and permits to
suggest some directions of future research.

The model considered here builds on the dynamical model developed by Greiner
et al. (2010), who discuss multiple equilibria and thresholds in a canonical optimal
control problem with infinite horizon. In this chapter, we study various extensions
of the basic optimal control problem and compare the solutions for finite horizon
and infinite horizon. We admit terminal constraints for the state variable, consider
the impacts of constraints (such as CO, and temperature constraints) on abatement
policies and consumption, and try to adjust the preferences by suitable penalties from

This chapter is based on a previous paper by the authors which is, however, extensively revised and
further policy scenarios are added. The previous paper is published as Maurer et al. (2013).
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temperature by suitable penalties on the temperature. Such constraints allow to explore
the implications for mitigation policies arising from the Kyoto treaty (CO, constraint)
and the Copenhagen agreement (temperature constraint). Overall, we understand the
exploration of our different scenarios as guidance to different policy options.

The chapter is organized as follows. Section 5.2 introduces the dynamic model of
growth and climate change that will be called the canonical model. Delays are admit-
ted in the dynamic equation of the temperature. In Section 5.3, we formulate the basic
optimal control problem associated with the canonical model. We consider several
extensions of the basic control problem incorporating terminal conditions, a penalty
functional on the temperature as well as control and state constraints. Section 5.4 dis-
cusses the evaluation of the necessary optimality conditions (Pontryagin Maximum
Principle) for the different optimal control problems in Section 5.3. In particular,
the adjoint equations allow us to compute the stationary points (steady states) of the
canonical system which determine the behavior of the infinite-horizon optimal solu-
tion. Finally, in Section 5.5 we present a number of case studies illustrating the various
types of optimal control problems in Section 5.3. We focus first on business-as-usual
(BAU) strategies with a low and constant rate of abatement and then discuss the so-
called Social Optimum solutions, where both consumption and abatement are used
as control variables. Optimal control and state trajectories of infinite-horizon control
problems are computed by the routine opTTRJ, whereas solutions of finite-horizon
control problems with control and state constraints are obtained by discretization and
nonlinear programming methods (Biiskens and Maurer, 2000; Wachter and Biegler,
2006; Betts, 2010).

5.2 DYNAMIC MODEL OF GROWTH AND
CLIMATE CHANGE

Our model starts with a basic growth model which includes a simplified dynamics of
the link between economic growth and the Earth’s climate. For details of the model
the reader can be referred to the model description in Nordhaus (2008) and Greiner
et al. (2010). For basic facts on climate change, as much as it is caused by economic
activity, we refer readers to the work by Keller, et al. (2000, 2004). In the basic model
the economy is represented by a decision making household. Its consumption is chosen
optimally over time. Greiner et al. (2010) treat only the case of discounted utility that
is maximized over an infinite time horizon. In this chapter also the case of a finite
horizon will be treated. In contrast to Nordhaus and Greiner et al., the case of how
damages affect the household’s welfare will also be studied as well as the cases of state
constraints, for example, temperature and CO, constraints.
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5.2.1 Capital

The dynamics of the per capita capital is described by the following differential
equation:

K(t)=Y(t)— C(t) — A(t) — 8§ K(t), K(0) =Ko, (5.1)

where Y is the per capita production, K the per capita capital, A the per capita abate-
ment measure, and § the depreciation of capital. In contrast to our recent paper
(Maurer et al., 2012), the input of labor, L, is kept constant and does not grow at a
rate n. The per capita production Y is defined by the production function

Y = BK*D(T), (5.2)

where o € (0,1) is the capital share and B a positive constant. The function D(T)
denotes the inverse of the damage that results from an increase of the temperature
T above the preindustrial temperature T,, and has the form

D(T) = (ay(T— T)* +1) " (5.3)

with a; > 0 and ¢ > 0. This is called the damage function and its effect can be char-
acterized as follows: The greater the deviation of the current temperature T from the
preindustrial temperature T, the smaller the function value D(T) and accordingly the
smaller the value of the per capita production Y.

5.2.2 Emission and CO, Concentration

It is assumed that economic activity emits greenhouse gases (GHGs), which depend
on the capital that is used for production and which are here given in CO, equivalents.
Thus they can be understood as a function of the per capita capital K, relative to the
per capita abatement measure A. A larger capital goes along with higher emissions.
Formally, this results in the expression

¥
E= (a%) = (aK/A)Y (5.4)

for the emission, where L is the labor input and y > 0 and a > 0 are constants. The
bigger a, the bigger the emission for given K and A and accordingly the worse the
corresponding technology for the environment.

Emission causes an increase of the GHG (CO, concentration) in the atmosphere. It
develops according to the differential equation

M(t) = BLE(t) — uM(t), M(0) = M. (5.5)
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Here, u is the inverse of the atmospheric lifetime of CO, and B, highlights the fact that
a certain part of the GHG emission is captured by the oceans and does not reach the
atmosphere.

5.2.3 Temperature

To model the climate system of the Earth, an energy balance model is used; cf. Roedel
and Wagner (2011). Some parameters in the following equations have been improved
by discussions with W. Roedel (2011). The change of the average surface temperature
T is given by the equation
daT

ChE =Sg—H-—Fy, T(0)=T,. (5.6)
All magnitudes on the right side indicate annual averages, so each time step has to
include exactly one year, hence At = 365 -24 - 60 -60s = 31,536,000s is assumed.
Because of that the differential equation changes to

. dT At
T=—=""(Sg—H—Fy), T(0)="T. (5.7)
dt cn
The Earth’s surface is greatly covered by oceans. Its heat capacity is given by the numer-
ical value ¢, = 210652078 J/(m?K), that follows from the identity ¢, = 0.7 p,, ¢, d, where
pw = 1027kg/m? is the density and c,, = 4186]/(kgK) the specific heat capacity of the
sea water and d = 70 m describes the depth of the oceanic top layer where a mixing and
thus a heat transport takes place. The factor 0.7 represents the proportion of sea water
in the total surface of the Earth. The unit of %f is given by

N 2 2
]/(In—21<)=sm K/]:m K/W,

from which it follows that %f ~0,149707 mzK/W.

Sk is the supplied sun energy, H the nonradiative energy flux and Fy = F; — F the
net flux of the terrestrial radiation. Fy complies with the Stefan Boltzmann law, which
has the form

Fy =eo T* (5.8)

with the relative emissivity ¢ = 0.95 and the Stefan Boltzmann constant o = 5.67 -
1078W/(m?K*). Furthermore, the flux ratio is F4/F, = 116/97 and the difference is
Sg—H=(1-— ozl(T))% with the solar constant Q = 1367 W/m? and the planetary
albedo a1, which indicates how much energy is reflected back to space. The factor % is
the ratio between the cross-sectional area nré arth and the surface area 47 rﬁ arth Of the
Earth, because it receives the sun’s radiation flux only on a hemisphere. The share of

non-reflected sun energy is given by the differentiable function
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1—a1(T)=k 2 arctan (M) + k, (5.9)
b4 2
in which k; = 5.6 x 1072 and k, = 0.1795 should apply.
A high concentration of GHGs affects the temperature through the so-called radia-
tive forcing, which describes the change of incoming and outgoing energy in the
atmosphere. For carbon dioxide (CO,) we have

M(t—d)

F=5.35In ( ) [W/m?] (5.10)

o
with the preindustrial CO, concentration M,. Here, we allow for delays d > 0, since
a change in the concentration of (CO,) may not immediately affect a change in the
temperature. We shall compare non-delayed solutions (d = 0) with delayed solutions
for d =5 or d = 10 years.

In summary, we obtain the following differential equation for the average surface
temperature T,

T(t) = f—ht ((1 —(Xl(T(t)))g — 1—980' T(t)4 +5.35In (W)) ,  T(0) =Ty,

4 116
(5.11)
where the unit on the right-hand side is given by m*’K/W - W/m? = K.

5.3 OPTIMAL CONTROL PROBLEMS

We present several versions of optimal control problems associated with the dynamics
(5.1), (5.5) and (5.7) which is considered on a time interval [0, #/] with terminal time
0 <ty < oco. The state variable is the vector X = (K, M, T) € R?, the control variable is
given by u= (C, A) € R2. Since the input of labor L, that is, the number of households,
is kept constant, we can normalize it to L(¢) = 1. Then the basic optimal control problem
is defined as follows: determine a (piecewise continuous) control function u = (C, A) :
[0, 7] — R? that maximizes the objective (cost functional),

t
max ](X,u):/fept In C(¢) dt, (5.12)
0

subject to the differential equations (5.1), (5.5), (5.7),
K(t) = BK()*D(T(t)) — C(t) — A(t) — 8K (¢),
M(t) = B1(aK (1) /A1) — uM(), (5.13)
(0 =2 (1= (TN - fxea T()*) +5.350n (ML),
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with initial conditions
K(0)=Ky, M(O0)=My, T(0O)=T,. (5.14)
Recall the damage function (5.3) and albedo function (5.9):
D(T)=(a(T—To)*+1)7,
1—o1(T)=k % arctan (M) + k.

A complete list of parameters can be found in Table 5.1; recall that the number of
households is normalized to L = 1.

The problem (5.12)—(5.14) is called a finite-horizon optimal control problem if the
terminal time is finite, 0 < tr < 003 otherwise for tf=o0itis called an infinite-horizon
control problem.

Now we present some variants and extensions of the basic control problem. A
simplified version of the control problem arises, when the abatement control is kept
constant,

A(t)=A, for 0=<t=<t. (5.15)

Then the consumption C is the only control variable. We shall also study terminal
constraints for the state variable given by

K(y) =Ky, M) <My, T(t) < Ty, (5.16)

with appropriate values Ky, My, Ty. In particular, a positive value Ky > 0 will prevent
the capital from approaching zero. It is also of interest to impose control constraints of
the form

Ciin < C(t) < Gnax,  Amin S A(t) S Apax 0=t =< tfa (5.17)

with suitable bounds Cyin < Cmax and Amin < Amax. Another variant of the control
problem is obtained when the objective functional (5.12) is modified by subtracting
a penalty term that measures the quadratic deviation of the temperature T(¢) from a
desirable temperature T,

max Jr(X,u)=J(X,u) — cT/tf (T(t) = T.)?dt  (cr > 0). (5.18)
0

Table 5.1 Parameter Values in the Order of Appearance in (5.12) and

(5.13).

p = 0.035, B=1, o =0.18, ap = 0.025, To = 288,

¥ =0.025 §=0.075, B1 = 0.49, a=35x10"% y=1,
n=0.1, At=31536000, cp=210652078, ki =5.6X 10_3, kp = 0.1795,

0=1367, &=095, 0=567%x10"8, My=1.
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Here, the negative sign of the penalty appears in the modified functional, since the
penalty term will be minimized. Note that the penalty term does not involve a discount
factor. The penalty term in the extended functional can be viewed as a so-called soft
state constraint. From a practical point of view, it is more important to consider explicit
state constraints of the form

S(X(1)) = S(K(t),M(t), T(t)) =0 VO<t;<t=<t, (5.19)

where the function S: R® — R is assumed to be sufficiently often differentiable. The
starting time t; for the state constraint can be positive, ¢; > 0, to account for the fact
that the state constraint may not be feasible at the initial time but should be satisfied
on a terminal interval [£, #¢].

We briefly review some basic notions for non-delayed control problems with state
constraints and refer the readers to Hartl et al. (1995) and Maurer (1979) for a thor-
ough theoretical discussion. A boundary arc is a subinterval [f,5] C [f, 7] with
S(X(t)) =0for fy <t <. If the interval [#], ;] is maximal with this property, then #
is called the entry-time and t, is called the exit-time of the boundary arc; #; and t, are
also called junction times. A contact point t. € (t;,tr) is defined by the condition that
there exists € > 0 such that

S(X(t:))=0, S(X(t))>0 for t,—e<t<tcandt. <t<t.+e.

The occurrence of boundary arcs and contact points is closely related to the notion
of the order q € Ny of a state constraint. The index q € Ny is defined as the low-
est order time derivative of S(X(T)) that contains the control variable explicitly
(Maurer, 1979; Hartl et al., 1995). Specifically, we consider the following state
constraints for K, M and T, which should hold jointly or separately:

S(X(1)) =K(t) = Kmin =20 V<t =t (5.20)
S(X(1)) = Mmax —M(1)=0 Vi <t=1, (5.21)
S(X(1) = Tmax— T(t) 20 Vi <t=t. (5.22)

It is straightforward to show that the state constraint (5.20) for K has the order g=1,
the constraint (5.21) for M has the order g = 2, and the constraint (5.22) for T has the
order q = 3. State constraints of order g = 1 usually exhibit only boundary arcs and no
contact points, whereas state constraints of order g = 2 can have both boundary arcs
and contact points. For g = 3, there are no boundary arcs with an analytic junction,
that is, every junction with a boundary arc exhibits some kind of chattering. Examples
for boundary arcs and contact points and the phenomenon of a non-analytic junction
with a boundary arc T(#) = Tax will be discussed in Section 5.5.
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5.4 MAXIMUM PRINCIPLE: NECESSARY
OPTIMALITY CONDITIONS

In this section, we discuss necessary optimality conditions only for non-delayed
control problems with d = 0 in the temperature dynamics (5.11). For delayed con-
trol problems, necessary optimality conditions have been derived, for example, in
Gollmann et al. (2009). The celebrated Pontryagin Maximum Principle (Pontrya-
gin et al., 1964; Hestenes, 1966; Sethi and Thompson, 2000) furnishes the necessary
optimality conditions for the finite-horizon control problem (5.12)—(5.16). Maximum
Principles for state constrained optimal control problems were discussed in Maurer
(1979) and Hartl et al. (1995). The Maximum Principle for infinite-horizon control
problems is presented in Aseev and Kryazhimskiy (2004, 2007), Michel (1982) and
Seierstadt and Sydsaeter (1987). For a modern theory of infinite-horizon control prob-
lems we refer to Lykina et al. (2008, 2010). To date, a theory of infinite-horizon delayed
control problems does not exist.

5.4.1 Basic Control Problem

5.4.1.1 Steady States for Constant Abatement A(t) = A,
First, we consider the case of a constant abatement control (5.15) with A(t) = A, =
121 x10 3 for0<¢ < tr. Here, the consumption C is the only control variable. The
current-value Hamiltonian (Pontryagin function) (cf. Seierstadt and Sydsaeter, 1987;
Sethi and Thompson, 2000; Aseev and Kryazhimskiy, 2007) is given by

H(X,%,C) =InC+Ag (BKYD(T) — C— Ac — (8 + n)K)

e (/31 a KV ATV — MM)

At Q 19 M
AT— 1— T))— — — T 5.351 —_— , (5.23
hr (( @(T) g~ eo T+ “(Mo» (5.23)

where L = (g, Aar, A1) is the vector of adjoint variables (shadow prices). The adjoint
differential equations A = (p — n)A — Hy read explicitly:

Ak = (p+8)Ak — AxkaK* 'BD(T) — ApBrya’ KY T1ATY,

. At 1
AM=pPA A —Ar—5.35—,
M=PAMFTAMU TCh M (5.24)

. At 19
Ar=pAr—AxBK*D(T)+Ar— 9o/l(T)—i——804T3 .
o \ 4 116
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The derivatives of the albedo function «;(T) and the damage function D(T) are

o(T) = —56x107(14+0257%(T~293) ", (5.25)
D(T) = =2ay(T—-T,) (al(T—To)z—l-l)_w_l_ .

The control C maximizes the Hamiltonian (5.23). Since no control constraints are
imposed, we get the condition Hc = 1/C — Ag = 0 implying

C=— A= —. 5.26
Py or Ak= (5.26)

Note that the strict Legendre-Clebsch condition is satisfied in view of
Hee=—-1/C* <.

The two expressions in (5.26) lead to two different systems of differential equations
that contain either the control C or the Adjoint variable Ak. In this chapter, we use
the expression C = 1/Ax and work with the adjoint equations (5.24), whereas Greiner
etal. (2010) choose Ax = 1/C to eliminate Ag.

Thus with C =1/Xg, the state equations (5.13) and the adjoint equations (5.24) con-
stitute a system of six differential equations. To calculate the steady states (stationary
points) of this system, we consider the nonlinear equation of order 6,

F(X,0)* = (X*,1) =0¢€ RS, (5.27)
where * denotes the transpose. To solve this equation we proceed as follows

. Apm=0is solved for M = M(Ar, AT, ),

. M=0is solved for At = A7(K, T, Ap,-),

. Ax=0is solved for Ax = Ax (K, T, Ap,-) and finally
. K=0is solved for Apy = A (K, T, ).

A WO N R

In this way, we eliminate the variables M and X in the equation (5.27) and are left with
two equations for T and Ay that depend only on the variables T and K. Figure 5.1a
shows that the isoclines T = 0 and Ax = 0 have three intersection points, each of them
corresponding to a steady state. Numerical values of the three steady states are found
in Table 5.2.

Stability properties of the three steady states are determined by the eigenvalues of the
Jacobian of the function F(X,)) in (5.27) evaluated at the steady states. The Jacobian
has six eigenvalues that are listed in Table 5.3. Since the real parts of the eigenval-
ues are nonzero, every steady state is hyperbolic. The first and third steady state have
three eigenvalues with a positive and three eigenvalues with a negative real part, which
implies that they are saddle points. However, the second steady state has only two eigen-
values with a negative real part, hence, it is unstable but has a two-dimensional stable
manifold.
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FIGURE 5.1 Isoclines for T = 0 (solid) and A1 = 0 (dashed). (a) Constant abatement A(f) =
1.21 x 1073, (b) Social optimum for control u = (C, A).

Table 5.2 Steady States for Abatement A(t) =1.21x1073

Steady state | Steady state || Steady state Il
K 1.4964721 1.3067125 1.5968889
M 2.1210328 1.8520760 2.2633592
T 292.00933 293.79535 295.56599
Ak 1.0495720 1.0703803 1.0604116
Am —0.13512451 —0.24437749 —0.074322059
AT —0.048308205 —0.076288513 —0.028353739
C 0.95276933 0.93424738 0.94303002

Table 5.3 Eigenvalues of the Jacobian of F, A=1.21x1073

Steady state | Steady state Il Steady state Il
—0.258501 —0.273678 —0.235612
0.293501 —0.161043 0.270612
—0.0851921 + 0.074036 91 0.196 043 —0.101029 + 0.018 38001
—0.0851921 — 0.074 03691 0.318678 —0.101029 — 0.0183800i
—0.1201920 4+ 0.074 036 91 0.0174999 +0.123860i —0.136029 + 0.018380 01
—0.1201920 — 0.074 036 91 0.0174999 —0.123860i —0.136029 — 0.0183800i

5.4.1.2 Social Optimum for Control u = (C,A)

The current-value Hamiltonian for the optimal control problem with two control
variables (C,A) agrees with that in (5.23) except that now the abatement A is an
optimization variable,
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H(X,A,C,A) =InC+ Ax (BK*D(T) — C— A— (§ + n)K)
+im (Bra’ KY A7V — uM)

Q

tarlt ((1—ozl<T>>Z

19 M
—e0T*+535In( — ) ), (5.28
o + T + n(M )) (5.28)

o

The adjoint equations A = (p — n)A — Hy are identical with (5.23). The controls C and
A that maximize the Hamiltonian are determined by the conditions

Hc=1/C—ig=0, Hi=—yiypia’ KA1 -y =0,
which implies

1 A 1/(1+y)
C= P A= (—y%ﬂlaJ’KV) . (5.29)

The second derivatives of H are given by Hcy = 0 and

1
HCC = —E < 0, HAA = )/()/ + I)AMﬂlaVKVA_V_Z <0 fOr )\,M < 0. (530)

Note that the strict Legendre-Clebsch condition Hy,, < 0 is only satisfied if Ay < 0
holds. This sign condition will be verified in all examples in the next section. It fol-
lows from the control representation (5.29) that the optimal control u = (C,A) is a
continuous and even an analytic function.

The steady state calculation proceeds as above. Here, one substitutes the control
terms (5.29) into the state equation (5.13) and adjoint equation (5.24), and thus
obtains as in (5.27) a six-dimensional equation

F(X,0)* = (X*,1.) =0 € R°.

In this case, one finds only a single steady state; see Figure 5.1b and Table 5.4. The six
eigenvalues of the Jacobian of F(X, 1) at the steady state are computed as

—0.205599, 0.240599, —0.152695+0.126248i, 0.187695+0.126248i.

There are three eigenvalues with a positive and three eigenvalues with a negative real
part. Therefore, the steady state is a saddle point.

Table 5.4 Steady State for Control (C,A): Social Optimum

K 1.7969353 Ak 1.0266800
M 1.3174399 Am —0.0182292301
T 288.44591 AT —0.0040479951

C 0.97401332 A 0.0023391909
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5.4.1.3 Parametric Sensitivity Analysis of Steady States

Table 5.1 lists the nominal parameters that will be used for all computations in
Section 5.5. It is clear that some parameters are subject to stochastic uncertainty and
cannot be determined precisely.! Hence, it is of interest to perform a parametric sensi-
tivity analysis of the steady states and optimal solutions. Here, we restrict the analysis
to the sensitivity analysis of the steady state I and the social optimum and choose as a
typical parameter the parameter 1 in the dynamic equation (5.5) for the M,

M(t) = By E(t) — uM(¢).

The following table summarizes the numerical results.

The table clearly indicates the fact that the CO, concentration M and the tem-
perature T are mildly increasing and the capital K is strongly decreasing, when the
parameter u is decreasing.

5.4.2 Transversality Conditions for Adjoint Variables

In the basic control problem, no terminal state conditions were prescribed. In the
finite-horizon case, the transversality for the adjoint variables is

A(tr) = (Ak (5), Am(tr), A (1)) = (0,0,0).

Note that the condition Ag(tf) = 0 is incompatible with the control law C(t) =
1/Ak(t). As consequence, in order to get a well-defined solution one has to impose
either a terminal constraint K(#) > Ky > 0 or a control constraint C(#) < Cpax; cf.
Section 5.5.5.

Table 5.5 Steady State | and Social Optimum for Some
Values of the Parameter u in Equation (5.5)

% 0.1 0.09 0.08 0.07

Steady State | for constant abatement A= Ac = 1.21 x 103

K 1.49647211 1.35800143 1.20888529 1.05782773
M 2.12103278 2.13863402 2.14177508 2.14188259
T 29200932611 292.19677297 292.28268749 292.33071644

Social Optimum

K 1.79693533 1.79426843 1.79100604 1.78692706
M 1.32929638 1.32929638 1.34473027 1.36556701
T 28850508537 28850508537 288.58137500 288.68308854
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This is not relevant when studying infinite-horizon optimal control problems. Here,
the adjoint variable A(t) converges to one of the steady states. The transversality con-
dition at infinity then takes the form (Michel, 1982; Sethi and Thompson, 2000; Aseev
and Kryazhimskiy, 2004, 2007),

lim e~ =" (¢) = 0. (5.31)

t—00

When the terminal constraints (5.16)
K(tf) = Ky, M(tr) <My, T(t) < Ty,

are imposed in the finite-horizon control problem, the transversality condition for
adjoint variables asserts that there exist multipliers vk, vy, vr € R with

Ak(tp) =vk =0, vk(K(tr)—Kp) =0,
Am(tp) =vym <0, wvm(M(t)—My) =0, (5.32)
Ar(t)=vr <0, vp(T()—Tf) =0.

Recall that in the infinite-horizon case we can not prescribe terminal conditions, since
the trajectory converges to one of the steady states.

5.4.3 Control Constraints
In the case of the control constraints (5.17),
Cmin =< C(t) =< Cmax’ Amin =< A(t) < Amax Vte [0) tf],

the control expressions (5.17) have to be replaced by the projections onto the control
sets,

. . Am
C= prO][Cmin)Cmax] (1/)\‘K)) A= proj [Amin>Amax] <_y Eﬂl ay) . (5‘33)

5.4.4 State Constraints

In (5.19), we considered the general state constraint
S(X(1)) = S(K(), M(T), T(t)) >0 VO<t;<t<t,

Practically relevant state constraints were considered in (5.20)—(5.22),

S(X(1)) = K(t)—Kmin >0 VE=<t<t,
S(X(1)) = Mmax—M(t) =20 Ve<t=<ty, (5.34)
SX(1) = Tmax—T(t) =0 V&=<t=<t.
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To evaluate necessary optimality conditions, we use the direct adjoining approach
described in Maurer (1979) and Hartl et al. (1995), where the state constraint is
directly adjoined to the Hamiltonian by a multiplier © which defines the augmented
Hamiltonian

H(X, A u, C,A) = H(X, A, C,A) + nS(X)

Under some additional regularity conditions, the Maximum Principle (Maurer, 1979;
Hartl et al. (1995) asserts that there exists a multiplier function w : [0,#/] — R4 such
that the adjoint variables A satisfies the adjoint equation

A= (p—mAr—Hx=(p—n)A— Hx— uSx (5.35)

and the complementarity condition 1 (¢)S(X(t)) = OV ¢ € [0,#] holds. Moreover, at
every contact or junction point #;, the adjoint variable may have a jump according to

M) = A(t7) —viSx(X(#)), v >0. (5.36)

For the state constraints (5.34), we get the jump conditions

k() = k() —vk, vk >0,
(") = am() —vm, vm =0, (5.37)
A = Ar()—vr,  vr=0.

5.5 NUMERICAL CASE STUDIES

5.5.1 Numerical Methods

We use direct optimization methods for solving the finite-horizon basic optimal control
problem (5.12)—(5.14) and its extension incorporating the control and state constraints
or a modified functional (5.16)—(5.22). The direct optimization approach is based
on a suitable discretization of the control problem by which the control problem is
transcribed into a (large-scale) nonlinear programming problem (NLP). Such NLP
can efficiently be solved either by Sequential Quadratic Programming (SQP) methods
(cf. Biiskens and Maurer, 2000; Betts, 2010) or by an Interior-Point method like IPOPT
(cf. Wichter and Biegler, 2006). It is very convenient to formulate the discretized con-
trol problem by means of the modeling language AMPL developed by Fourer et al.
(1993). It can be shown that the Lagrange multipliers of the NLP represent the adjoint
variables A(t) for the discounted objective (5.12). Then the adjoint variables in the
current-value formulation are obtained as A(t) = exp (pt) A(). Similar discretization
and NLP methods can be used to solve delayed optimal control problems: cf. Goll-
mann, et al. (2009). In all cases presented below, we shall use N = 10,000 gridpoints
and the Implicit Euler integration scheme.
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To obtain solutions the infinite-horizon optimal control problem we implemented
the solver TRJ developed by Kunkel and von dem Hagen (2000). In this approach, a
boundary value problem for the state and adjoint variable (X, 1) € R® is solved, where
the dynamic equations are given by (5.13) and (5.23) and the control variables are
substituted by the expressions (5.26) or (5.29). By a suitable time transformation, the
infinite time interval [0,00) is transformed into the finite time interval [0, 1]. Termi-
nal conditions for state and adjoint variables are determined by the eigenvalues of the
Jacobian of the mapping F(X,1) in (5.27) evaluated at the steady states.

The following numerical analysis explores two main cases: (1) the BAU strategies
with a low and constant abatement A(t) = A, = 1.21 x 1073; (2) the Social Optimum
using the full power of the two control variables C and A. The focus is on finding
feasible and optimal strategies by which the initial temperature or CO, concentration
can be considerable decreased while keeping the consumption and capital at acceptable
levels. To achieve this aim we shall incorporate various control and state constraints.

5.5.2 BAU Strategies with Low Abatement A(t)=A.=
1.21x1073

5.5.2.1 Infinite Horizon: T(0) = 290

For the initial condition
T(0) =290, K(0) = 1.4, M(0) = 2.0,

the infinite horizon solution converges to the steady state I in Table 5.2.
The control and state and adjoint variables are shown in Figures 5.2 and 5.3 on the
time interval [0,500]. The code opTTRy Kunkel and von dem Hagen (2000) yields the

Consumption C
0.97 T T T T

0.96 - -
095 E
0.94 -
0.93 -
0.92 -
0.91 -

0.9

1 1 1 1
0 100 200 300 400 500
Time t (years)

FIGURE 5.2 Infinite horizon, abatement A, = 1.21 x 1073, T(0) = 290. Consumption C.
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FIGURE 5.3 Infinite horizon, abatement A, = 1.21 x 1073, T(0) = 290. Top row: capital K and
adjoint variable Ax. Middle row: CO, concentration M and adjoint variable As. Bottom row:

temperature T and adjoint variable A 7.

following numerical results

X(o0) =
A(0) =
A(00)

5.5.2.2 Infinite Horizon: T(0) = 293

We chose the initial condition

(1.4964729,2.1210329,292.00933),
(1.1022577,—0.082505060, —0.022939734),
(1.04957199,—0.13512455,—0.048309243).

T(0) = 293, K(0) = 1.4, M(0) = 2.0

with a rather high initial temperature. Even in this case, the infinite horizon solution
converges to the steady state I in Table 5.2. The control and state variables are shown in
Figure 5.4 on the time interval [0,500]. The code opTTRJ (Kunkel and von dem Hagen,

2000) gives the numerical results
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1.04 T T T T 1-55 T T T T
1.02 | B 1.5 F

1 . 1.45 - .

© 098 B x 14 B
0.96 = 1.35 B
094 / - 13 -
0.92 1 1 1 1 1'25 1 1 1 1
0 10 200 300 400 500 0 100 200 300 400 500
Time t (years) Time t(years)
Temperature T (kelvin) C0, concentration M

2932 T T T T 2-1 5 T T T T

293 B 21k ]
292.8 1

o 2926F - s 2051 7

29241 . 2 i
2922+ 1

202} 195 F iy
291.8 ' ' ' ' 19 ' ' ' '

0 100 200 300 400 500 0 100 200 300 400 500
Time t (years) Time t (years)

FIGURE 5.4 Infinite horizon, abatement A, = 1.21 x 1073, T(0) = 293. Top row: consumption
C and capital K. Bottom row: temperature T and CO, concentration M.

X(o0) = (1.4964729,2.1210329,292.00933),
A(0) = (0.96880108,—0.53992408,—0.35185121),
Aloo) = (1.04957199,—0.13512455,—0.048309243).

It is noteworthy that even for the higher initial temperature T(0) = 294 the optimal
trajectories converge to the steady state I and are similar to those in Figure 5.4. Thus,
despite high initial temperatures there exist infinite-horizon solutions that are not
doomed to converge to the steady state I1I in Table 5.2 with the high final temperature
T =294.969.

5.5.2.3 Finite Horizon: Basic Control Problem

The initial condition are
T(0) = 290, K(0) = 1.4, M(0) = 2.0.

Since no terminal conditions are prescribed, a control constraint has to be imposed.
Otherwise the control law C = 1/Ak can not be applied due to Ax(#7) = 0. We choose
the control constraint

Ct)<1 VO<t=<t.
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FIGURE 5.5 Finite horizon # = 200, abatement A, = 1.21 x 1073, T(0) = 290. Top row:
consumption C and capital K. Bottom row: temperature T and CO, concentration M.

The code IPOPT provides the control C and state variables displayed in Figure 5.5 and
the numerical results

J(X,u) = —1.40981,
X(tr) = (0.000446022,1.41677,291.200),
A(0) = (1.10226,—0.0825050,—0.0229397),
A(ty) = (0.138543,0.0,0.0).

5.5.2.4 Finite Horizon: Steady State I as Terminal Condition X(tf) = X,

To avoid the strong decrease of capital and increase of consumption in Figure 5.5
the basic control problem, we prescribe the steady state I in Table 5.2 as a terminal
condition and choose the boundary conditions

T(0) = 292, K(0) = 1.4, M(0) =2, X(#f) = Xy1 = (1.4471998,2.0511964,291.60713)
The solution is displayed in Figures 5.6 and 5.7. The code IPOPT gives the results

J(X,u) = —1.46910,
A(0) (1.09275,—0.114479,—0.0399786),
A(tr) (1.04957,—0.135139, —0.0483026).
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FIGURE 5.6 Finite horizon #; = 200: abatement A, = 1.21 x 1073, T(0) = 292, terminal

constraint X(tr) = Xs1. Consumption C.
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FIGURE 5.7 Finite horizon #; = 200, abatement A, = 1.21 x 1073, T(0) = 292, terminal con-
straint X(¢7) = X1. Top row: capital K and adjoint variable Ag. Middle row: CO, concentration
M and adjoint variable Aps. Bottom row: temperature T and adjoint variable A 7.
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FIGURE 5.8 Finite horizon #; = 200, abatement A, = 1.21 x 1073, T(0) = 292, terminal tem-
perature T(tr) = 290. Top row: consumption C and capital K. Bottom row: temperature T and
CO, concentration M.

5.5.2.5 Finite Horizon: T(0) = 292, T(t) = 290

It is desirable to reach a smaller terminal temperature than the steady state temperature
T(tr) = 291.607 in the preceding case and attain a smaller CO, concentration M. Here,
we choose the boundary conditions

T(0) = 292, K(0) = 1.4, M(0) =2, T(t7) =290,K(tf) = 1.4, M(t;) = 1.8.

The optimal trajectories computed by IPOPT are shown in Figure 5.8. Numerical
results of the functional value and the adjoint variables are

J(X,u) = —1.46950,
X(tr) = (1.4,1.61636,290.0),
A0) = (1.09275,—0.114479,—0.0399786),

A(tr) (1.14376,0.0,—0.476751).

The solution shows a strong decrease in capital and consumption. This effect can be
avoided by imposing suitable control and state constraints; cf. the following scenario.

5.5.2.6 Finite Horizon: Control and State Constraints

This scenario treats the boundary conditions

T(0) =292, K(0) = 1.4, M(0) =2;  T(tf) =290, K(;) = 1.3.
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Motivated by Figure 5.8, we impose control and state constraints,
0.895 < C(f) <0.95, K(f) > 1.1, M(t) < 1.8, t,=10<t<ty,

for which we obtain the numerical results

J(X,u) = —1.60049,

X(r) = (1.3,1.65261,290.0),

A(0) = (0.992006,—0.254613,—0.0320533),
Atr) = (1.12260,0.0,—0.511674).

The consumption C displayed in Figure 5.9 has three boundary arcs, where the con-
straints 0.895 < C(t) < 0.95 become active. The constraint K(¢) > 1.1 is binding
towards the end of the planning period. The associated adjoint variable Ax is con-
tinuous though jumps are permitted according to the jump condition (5.37). This is
due to the fact that this state constraint is of order g = 1, cf. Hartl, et al. (1995). The
state constraint M(t) < 1.8, t > 10, of order g = 2 becomes active at t = t;, = 10 and
has a boundary arc in an intermediate interval [#,#]. Note that the adjoint variable
Ak () has jumps at t; and #1, 1.

5.5.2.7 Finite Horizon: State Constraint for T
We take the boundary conditions

T(0) = 292, K(0) = 1.4, M(0) = 2.0; K(t)=1.3

and try to substantially decrease the initial temperature T(0) = 292 by imposing the
state constraint

T(t) <289 for t,=10<t<t.

Consumption C
1 T T T

COO0 O
[Le]
>

T T T T T 1T

09 1 1 1
0 50 100 150 200

Time t (years)

FIGURE 5.9 Finite horizon #f = 200: abatement A, = 1.21 x 1073, T(0) = 292, T(tr) = 290,
constraints M(¢) < 1.8, K(t) > 1.1 and 0.895 < C(t) < 0.95 for ¢ > 10. Consumption C.
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FIGURE 5.10 Finite horizon #; = 200, abatement A, = 1.21 x 1073, T(0) = 292, T(tr) = 290,
constraints M(¢) < 1.8, K(¢) > 1.1 and 0.895 < C(¢) < 0.95 for ¢t > 10. Top row: capital K and
adjoint Ag. Middle row: CO, concentration M and adjoint A ;. Bottom row: temperature T and

adjoint A.

We find the numerical results

](Xa u) =
X(tf)
A(0)
)»(tf)

—2.21118,

(1.3,1.50412,289.0),
(—0.865165,—0.563912,—0.0788243),
(1.10595,0.0, —0.432660).

Figure 5.12 shows that the state constraint for T becomes active at t =, =10 andon a
boundary arc [#;, ,]. The adjoint variable Ax (¢) has jumps at t = 10, #;, t; in agreement
with the jump condition (5.37). Since the state constraint has order g = 3, the junctions
to the boundary arc are non-analytic which, however, can hardly be detected from the

numerical solution.
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FIGURE 5.11 Finite horizon #; = 200, abatement A, = 1.21 x 1073 and state constraint T(#) <

289 for t > t; = 10. Consumption C.
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FIGURE 5.12 Finite horizon tf = 200, abatement A, = 1.21 x 1073 and state constraint T(¢) <
289V t > 10. Top row: capital K and adjoint variable Ax. Middle row: CO, concentration M
adjoint variable Aps. Bottom row: temperature T and adjoint variable A .
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FIGURE 5.13 Finite horizon #f = 200, abatement A, = 1.21 x 1073, state constraint T(t) <
289V t > 10 and delay d = 5 in (5.11). Top row: consumption C and capital K. Bottom row:
CO, concentration M and temperature T.

5.5.2.8 Finite Horizon: State Constraint for T and Delay d = 5

Now consider the delay d = 5 (years) in the dynamic equation (5.11) of the temper-
ature. The discretization approach in Gollmann, et al. (2009) yields the numerical
results

J(X,u) = —2.61229,
X(t) = (1.3,1.67948,289.0),
A0) = (0.667956,—1.29567,—0.141026),

Aty) (0.969177,0.0, —0.538238).

The solution is very similar to that in Figure 5.12; the delayed solution exhibits
a smaller initial decrease in temperature and large increase of M at the end of the
planning period.

5.5.2.9 Finite Horizon: Penalty Functional

We make an attempt for adjusting the temperature during the control process by
maximizing the penalty functional (5.18):

ty Iy
max J7(X, u):/ e—<ﬂ—">f1nCdt—ch (T(t) — T.)*dt (¢ > 0).
0 0

We have to impose a lower bound for the capital; otherwise the capital tends to zero.
For convenience, we also consider an upper bound for the consumption and thus
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FIGURE 5.14 Finite horizon #f = 200, abatement A, = 1.21 x 1073, T(0) = 292 and penalty
(5.18). Left column: penalty cr = 0.01. Right column: penalty cr = 0.001. Consumption C,
capital K, CO, concentration M and temperature T.

impose the constraints

C(t) <1, K(t)=1 forallte[0,t].

We choose the initial temperature T(0) = 292 and try to get near the desired tem-
perature T, = 289 by choosing suitable penalty parameters cr. In Figure 5.14, the
solutions for the penalty parameters ¢y = 0.01 (left column) and ¢r = 0.001 (right
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column) are compared. The left column in Figure 5.14 shows that the aim of reach-
ing the desired temperature T, = 289 is quite well attained but goes at the expense
of a decreasing consumption and capital level. A larger penalty does not significantly
improve on this result, since the state constraint K(#) > 1 is an obstacle to further
improvement.

The values of the cost functionals are

cr=001 : J(X,u)=—1.87843, Jr(X,u)=—3.00250,
cr=0.001 : J(X,u)=—1.64061, Jr(X,u)=—1.86391.

5.5.3 Social Optimum with Control u=(C,A)
5.5.3.1 Infinite Horizon: T(0) = 292

Again, we consider the initial condition
T(0) = 292, K(0) = 1.4, M(0) = 2.0.

Using both controls C and A the infinite horizon solution converges to the steady state
in Table 5.3 and thus terminates slightly above the pre-industrial temperature T, = 288.

The controls C and A are shown in Figure 5.16, while the state and adjoint variables
are depicted in Figure 5.15. We obtain the numerical results

X(o0) = (1.7969353,1.3174399,288.445913),
A(0) = (1.0547562,—0.059005094, —0.025764200),
Aloo) = (1.0266800,—0.018229301, —0.0040479951).

5.5.3.2 Finite Horizon: T(0) = 292 and Terminal Constraint X(tr) = X

Finally, we study the case of a social optimum using both controls u = (C,A). We
prescribe the steady state in Table 5.4 as terminal state. Hence, we choose the initial
and terminal conditions

T(0) =292, K(0) = 1.4, M(0) = 2.0;  X(#7) =(1.7996353,1.3774399,288.44591).
Moreover, the following upper bound is imposed on the abatement control:

A(t) <0.003, VO=<t<t.

We obtain the following numerical results:

J(X,u) = —1.2601348,
2(0) = (1.14549,—0.0612496,—0.0268832),
M) = (—1.02668,—0.0182325,—0.00404918).

Figure 5.17 displays the control and state variables for the initial temperature T(0) =
292; it clearly reflects the fact that the maximum abatement is needed for at least 13



Capital K
1.8 T
1.79F =
1.78 i
177} .
1.76 B
~ 1.75F B
174 -
1.73 + i
1.72 -
1.71 B
17 1 1 1 1
0 100 200 300 400 500
Time t (years)
CO, concentration M
2 T T T T
1.9 E
1.8 E
1.7 4
S 16 _
1.5+ E
1.4 E
1.3+ =
’|2 1 1 1
0 100 200 300 400 500
Time t (years)
Temperature T (Kelvin)
292 T T T T
2915 E
291 E
2905+ E
~ 290 E
289.5 E
289 - E
288.5
288

1 1 1 1
0 100 200 300 400 500
Time t (years)

1.055
1.05
1.045

<  1.04

1.035
1.03
1.025

—-0.005
-0.01

< 0015

-0.02
—-0.025
-0.03

0

Adjoint variable (shadow price) A,

T T
100 200 300 400
Time t (years)

Adjoint variable (shadow price) A,,

500

100 200 300 400
Time t (years)

Adjoint variable (shadow price) A;

500

1 1 1 1
100 200 300 400
Time t (years)

500

FIGURE 5.15 Infinite horizon, social optimum, T'(0) = 292. Top row: capital K and adjoint vari-
able Ax. Middle row: CO, concentration M and adjoint variable A ;. Bottom row: temperature

T and adjoint variable A .

Consumption C

0.975
0.97
0.965

©  0.96
0.955
0.95
0.945

1 1 1 1
0 100 200 300 400 500
Time t (years)

0.004
0.0035
0.003
0.0025
0.002

Abatement A

1 1 1
100 200 300 400

Time t (years)

500

FIGURE 5.16 Infinite horizon, social optimum, T(0) = 292. Consumption C and abatement A



POLICY SCENARIOS 109
Consumption C Abatement A
0.98 T T I 0.003 T T T
= i 0.0029 |+ 4
0.96 0.0028 - -
0.94 - 1 0.0027 | .
© 092 B 0.0026 B
4 0.0025 |- B
0.9 0.0024 - —
088 f 1 0.0023 - 3
0.86 L L L 0.0022 L L L
0 50 100 150 200 0 50 100 150 200
Time t (years) Time t (years)
Capital K CO0, concentration M
1-8 T T T 2 T T T
1.175 B 19 -
1.65 . 1? i
16 . :
X 1.6 T
1.55 B
1.5 i 1.5 4
1.45 . 1.4 4
1.4+ E 1.3F 3
135 1 1 1 1-2 1 1 1
0 50 100 150 200 0 50 100 150 200
Time t (years) Time t (years)
Temperature T (kelvin) Temperature T (kelvin)
292 T T T 292 T T T
291.5 B 2915 B
291 H B 291 B
290.5 B 290.5 B
L 290 B 290 B
289.5 B 289.5 B
289 B 289 B
288.5 288.5 =
288 1 1 1 288 1 1 1
0 50 100 150 200 0 50 100 150 200

Time t (years)

Time t (years)

FIGURE 5.17 Finite horizon tr = 200, social optimum with control u = (C, A). Top row: con-
sumption C and abatement A. Middle row: capital K and CO, concentration M. Bottom row:
(a) temperature T, (b) temperature T in infinite-horizon solution.

years to substantially decrease the temperature T'and CO, concentration M. However,
it is remarkable that the decrease in temperature is more pronounced in the finite-
horizon solution than in the infinite-horizon solution displayed in Figure 5.17, bottom

row (b).

5.5.3.3 Finite Horizon: Terminal Constraint X (tr) = X and Delay d = 5

Now we introduce the delay d = 5 (years) into the dynamic equation (5.11) of the
temperature T. Moreover, a more stringent constraint for the consumption C is
imposed:

0.95<C(t) <0975 VO=<t=t.
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Top row: consumption C and abatement A. Bottom row: CO, concentration M and temperature
T.

We get the following numerical results:

J(X,u) = —1.395618,
2(0) (4.45221,—0.142163,—0.111959),
A(tr) (1.02688,—0.0264435, —0.00746241).

Figure 5.18 displays the two control and state variables M, T for the initial temperature
T(0) = 292. Due to the more restrictive lower bound for the consumption C, this
bound becomes active for a rather large initial interval. It is remarkable that a feasible
solutions exist that keep the consumption at a high level while achieving the terminal
low temperature T(t7) = 288.446. The abatement control A takes smaller values than
the non-delayed abatement control in Figure 5.17.

5.6 CONCLUSION

In this chapter, we study the canonical model of growth and climate change as put
forward by Nordhaus’ work (Nordhaus and Boyer, 2000; Nordhaus, 2008) and explore
extensions of the basic model with respect to different scenarios. Policy options to
mitigate climate change are often constrained by political events, lack of coalition for-
mation, and the countries’ political and economic means. In our paper, we explore
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a large number of scenarios of how mitigation policies could be pursued. We study
the implication of infinite and finite horizon models, investigate the BAU scenario
(business as usual scenario with low level abatement), and contrast it with an optimal
abatement policy for infinite and finite horizon. In all scenarios, we have computed
control, state and adjoint variables, the latter being used for the verification of the
Maximum Principle.

In finite-horizon scenarios, we explore the implications of terminal constraints of
the state variable and consider the impacts of state constraints (such as CO, and
temperature constraints) on abatement policies and consumption. Imposing such con-
straints allows us to find feasible control strategies for keeping the temperature and
CO, concentration at low levels while preserving acceptable levels of consumption and
capital. We also study another approach of keeping the temperature at a desirable level
by putting suitable quadratic penalties on temperature deviations. The numerical anal-
ysis of these scenarios takes advantage of modern numerical techniques for solving
constrained optimal control problems. In particular, the constrained scenarios allow
us to explore the implications for mitigation policies arising from the Kyoto Protocol
(CO, constraint) and the Copenhagen agreement (temperature constraint). It is in this
sense that we want to understand the exploration of our suggested different scenarios
as guidance for different policy options.

NoTESs

1. The issue of parameter uncertainty in such models is extensively explored by Bréchet,
Camacho, and Veliov in this volume.

REFERENCES

Aseev, S. M., and Kryazhimskiy, A. V. (2004). The Pontryagin maximum principle and
transversality condition for a class of optimal control problems with infinite time horizons.
SIAM Journal of Control Optimization, 43, 1094-1119.

Aseev, S. M., and Kryazhimskiy, A. V. (2007). The Pontryagin maximum principle and
economic growth. Proceedings of the Steklov Institute of Mathematics, 257(1), 1-255.

Betts, J. T. (2010). Practical Methods for Optimal Control and Estimation Using Nonlinear
Programming, 2nd ed. Advances in Design and Control. Philadelphia: SITAM.

Bréchet, T., Camacho, C., and Veliov, V. M. (2014). Adaptive model-predictive climate
policies in a multi-country setting, this volume.

Biiskens, C., and Maurer, H. (2010). SQP-methods for solving optimal control problems with
control and state constraints: Adjoint variables, sensitivity analysis and real-time control.
Journal of Computational and Applied Mathematics, 120, 85-108.

Crespo Cuaresma, J., Palokangas, T., and Tarasyev, A. (2010). Dynamic Systems, Economic
Growth, and the Environment. Heidelberg and New York: Springer.



112 HELMUT MAURER, JOHANN JAKOB PREUSS, AND WILLI SEMMLER

Deutsch, C., Hall, M. G., Bradford, D. E, and Keller, K. (2002). Detecting a potential collapse
of the north atlantic thermohaline circulation: Implications for the design of an ocean
observation system. Mimeo, Princeton University.

Fourer, R., Gay, D. M., and Kernighan, B. W. (1993). AMPL: A Modeling Language for
Mathematical Programming. Independence, KY: Duxbury Press, Brooks-Cole.

Gollmann, L., Kern, D., and Maurer, H. (2009). Optimal control problems with delays in
state and control and mixed control-state constraints. Optimal Control Applications and
Methods, 30, 341-365.

Greiner, A., Gruene, L., and Semmler, W. (2010). Growth and climate change: Threshold and
multiple equilibria. In J. Crespo Cuaresma, T. Palokangas, and A. Tarasyev (eds.), Dynamic
Systems, Economic Growth, and the Environment, pp. 63—78. Heidelberg and New York:
Springer.

Hartl, R. E, Sethi, S. P, and Vickson, R. G. (1995). A survey of the maximum principles for
optimal control problems with state constraints. SITAM Review, 37, 181-218.

Hestenes, M. (1966). Calculus of Variations and Optimal Control Theory. New York: John
Wiley & Sons.

Keller, K., Bolkerb, M. B., and Bradford, D. F. (2004). Uncertain climate thresholds and
optimal economic growth. Journal of Environmental Economics and Management, 48(1),
723-741.

Keller, K., Tan, K., Morel, F. M., and Bradford, D. F. (2000). Preserving the ocean circulation:
Implications for the climate policy. Climate Change, 47, 17-43.

Kunkel, P, and von dem Hagen, O. (2000). Numerical solution of infinite-horizon optimal
control problems. Computational Economics, 16, 189-205.

Lykina, V. (2010). Beitriige zur Theorie der Optimalsteuerungsprobleme mit unendlichem
Zeithorizont. Dissertation, Bandenburgische Technische Universitit Cottbus, Cottbus,
Germany.

Lykina, V., Pickenhain, S., and Wagner, M. (2008). Different interpretations of the improper
integral objective in an infinite horizon control problem. Journal of Mathematical Analysis
and Applications, 340, 498-510.

Maurer, H. (1979). On the minimum principle for optimal control problems with state
constraints. Rechenzentrum der Universitit Miinster, Report no. 41, Miinster, Germany.
Maurer, H., Preuss, J. J., and Semmler, W. (2013). Optimal control of growth and climate
change—Exploration of scenarios. In J. Crespo Cuaresma, T. Palokangas, and A. Tarasyev

(eds.), Green Growth and Sustainable Development, pp. 113—139. Berlin: Springer.

Michel, P. (1982). On the transversality conditions in infinite horizon optimal control
problems. Econometrica, 50, 975-985.

Nordhaus, W. (2008). The Question of Balance. New Haven, CT: Yale University Press.

Nordhaus, W. D., and Boyer, J. (2010). Warming the World. Economic Models of Global
Warming. Cambridge, MA: MIT Press.

Pontryagin, L. S., Boltyanski, V. G., Gramkrelidze, R. V., and Miscenko, E. E. (1964). The
Mathematical Theory of Optimal Processes. Moscow: Fitzmatgiz. English translation: New
York: Pergamon Press.

Preuss, J. J. (2011). Optimale Steuerung eines okonomischen Modells des Klimawandels.
Diploma Thesis, Universitit Miinster, Institut fiir Numerische und Angewandte Mathe-
matik.

Roedel, W. (2011). Private communication.



POLICY SCENARIOS 113

Roedel, W., and Wagner, T. (2011). Physik unserer Umwelt: Die Atmosphdre. Berlin,
Heidelberg: Springer.

Sethi, S. P,, and Thompson, G. L. (2000). Optimal Control Theory: Applications to Manage-
ment Science and Economics, 2nd ed., New York: Kluwer Academic.

Wichter, A., and Biegler, L. T. (2006). On the Implementation of an Interior-Point Filter Line-
Search Algorithm for Large-Scale Nonlinear Programming. Mathematical Programming,
106(1), 25-57; cf. Ipopt home page (C. Laird and A. Wichter): https://projects.coin-
or.org/Ipopt.



CHAPTER 6

ADAPTIVE MODEL-PREDICTIVE
CLIMATE POLICIESIN A
MULTICOUNTRY SETTING

THIERRY BRECHET, CARMEN CAMACHO, AND
VLADIMIR M. VELIOV

6.1 INTRODUCTION

ONCE upon a time there was a world in which people were refusing to see that their
world was changing-let’s say because of global warming. The main wish of these many
people was to keep on doing their business-as-usual (BAU). For sure, the best strat-
egy in the changing world would be for them to learn as much as possible about the
expected changes (all of them) and to adopt the optimal behavior with respect to this
large set of knowledge. But implementing this optimal strategy was beyond their force
or skill. The question we raise in this chapter is not to define what would be the opti-
mal strategy from the whole society’s standpoint (which is already widely explored in
the literature) but to highlight possible alternative trajectories, considering that agents
are always rational, but sometimes stubborn, lazy, or myopic. Stubborn because they
always refuse to change their view. Lazy because they revise their view but only after
a while (or after some evidence). Myopic because they are more or less short-sighted
about how the world will look like in the future. The objective of this chapter is to
explore the consequences of such behaviors in the context of global warming. In this
purpose, we develop an innovative theoretical framework to redefine more realistic
trajectories of the economies that are fully rational, in contrast with the BAU scenario
defined in integrated assessment models in the current literature.

Our contribution relies on the integrated assessment modeling of the economy
and the climate. Integrated means that feedbacks in both ways are considered: eco-
nomic activity generates greenhouse gases emissions that cause global warming, and
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global warming affects the economy with productivity and welfare losses. Integrated
assessment models (IAMs) allow to implement a dynamic cost—benefit analysis and
to determine the optimal policies. Basically, policies in IAMs consist in choosing the
path for productive investment and emission abatement that maximize some objec-
tive function, like country’s welfare. It is important to stress that welfare, in IAMs, is
expressed as consumption net of climate damages. It is indeed green consumption that
is maximized.

To to develop this new framework we use the concepts of model predictive
control and adaptive behavior, and we combine them into the IAM framework.
Ideas from the model predictive control (see, e.g., Griine and Pannek, 2011) are
employed owing to the uncertainties about the future environment and its impact
on the economy that the agents persistently face. Adaptive learning is involved
to take into account the improvement (with time and/or experience) in the mea-
surements quality and in the agents’ knowledge about the environmental-economic
dynamics.

The chapter is organized as follows. In Section 6.2, integrated assessment mod-
eling and how it is used for the climate change analysis is presented with some
details. This section gathers a condensed explanation of the very concept of IAM,
a benchmark model, and a survey of the many uses of IMAs in the litera-
ture. In Section 6.3 we present the general model describing the dynamics of
a multiagent economic-environmental system that will be used in the chapter.
The concepts of “model predictive rational behavior” and “adaptive behavior”
are presented in Sections 6.4 and 6.5. The adaptive behaviors considered in this
chapter will concern the knowledge about climate damages (a better knowledge
with evidence for climate change) and the discount factor (a decrease in the dis-
count factor as wealth increases). Some numerical experiments are provided in
Section 6.6 with a two-country setting (the world is roughly divided into Organ-
isation for Economic Co-operation and Development [OECD] and non-OECD
countries).

6.2 INTEGRATED ASSESSMENT OF
GLOBAL WARMING

The purpose of this first section is threefold: (1) to provide the reader with some
elements on the history of applied IAMs and its economic rationale, (2) to sketch a
benchmark model, and (3) to survey the wide variety of uses of applied integrated
assessment models in the literature. This will allow us to better gauge the importance
of each contribution we shall introduce later in the chapter.
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6.2.1 What Is Integrated Assessment?

Although the IPCC reports (1990, 1995, 2001, 2007) had been repeatedly calling for
sharp cuts in greenhouse gas (GHG) emissions (minus 50 to 80 % at the world level,
immediately), they never attempted to balance the costs and benefits of such policies,
as initially suggested by Nordhaus in 1984.! Nonetheless, balancing costs and benefit
has been a prominent methodological and normative contribution of economics for
many years. Why not for climate change? Although cost—benefit raises several method-
ological and theoretical challenges (and it is far beyond the scope of this chapter to
tackle them; see Pearce et al. (2006) for a comprehensive analysis of CBA analysis and
policy applications) it remains a comprehensive framework to understand what should
be done, and what could be achieved.

Starting in the early 1990s, some aggregative models were developed to analyze the
consequences of economic activity on GHGs concentration and how this concentra-
tion may harm the economy (see Rotmans, 1990; Nordhaus, 1992, 1993a; Gaskins
et al., 1993; Manne and Richels, 1992; Yang, 1993). These are the very first IAMs, so
called because they model the economy and its interplay with climate. Economic activ-
ity generates GHGs that cause global warming, and global warming provokes physical
damages that have an economic cost. IAMs seek at maximizing intertemporal welfare
by taking these two components into account. Indeed, it boils down to a standard
cost—benefit analysis, but applied to a worldwide and long-term issue.

Basically, the economic part of IAMs is made of a dynamic general equilibrium
model of the economy. A policymaker is assumed to optimally choose consump-
tion/saving path that maximizes the discounted sum of the utility, taking into account
how physical capital evolves with time and taking the adverse impacts of climate change
into account. Toward this purpose, IAMs make use of damage functions that translate
temperature increase into economic losses. Besides, the policymaker knows the flow of
GHGs emissions due to economic activity, how they convert into concentration in the
atmosphere, and how this concentration affects the average temperature of Earth.

In sum, there exists a closed loop between polluting economic human activities, how
these affect the climate, and how climate change impacts on the economy. What causes
global warming is not the flow of GHGs but their accumulation in the atmosphere at
a stock. So TAMs are necessarily intertermporal optimization models. They endoge-
nously determine not only the flow of GHGs but also emission abatement efforts and
the path of productive investment.

6.2.2 A Benchmark IAM

The benchmark IAM is based on the DICE model (Dynamic Integrated Climate-
Economy model) built up by Nordhaus (1993a, 1993b). DICE is a stylized cost—benefit
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analysis framework to optimally decide on the trajectory of GHG emissions and cap-
ital accumulation at the world level. The model represents a central-planner problem
that maximizes the discounted utility taking into account economic and climatic con-
straints and their interconnection. The economic constraints are those of the Ramsey
model.? Output is given by a Cobb-Douglas production function, with the peculiarity
that a damage function enters multiplying the formulation:

Q1) = QT)ADK (1) P(1)' 77,

where A is a technology index, K physical capital, and P population. y is the elas-
ticity of output to capital and 2 is the aforementioned damage function. Damage is a
function of average temperature 7, and 1 — Q is the percentage of foregone production.

Emissions of GHGs flow from the global economic activity (Q) with an exogenous
emission factor intensity (o (t)), but taking into account emission abatement efforts,
denoted by i € (0,1). Actual emissions are thus given by:

E(t) = (1 — u(2)o (1) Q(1),

The concentration of GHGs in the atmosphere (M) is given by past concentration plus
new emissions net of the natural decay rate:

M(t) =BE(t)+ (1 —8p)M(t—1),

with B the atmospheric retention ratio and 8ps the rate of GHGs absorbed in deep
ocean. Then, an equation is added to give the temperature increase. Nordhaus consid-
ers three different layers: the atmosphere, the mixed layer of the oceans, and the deep
oceans. The main link is the damage function, with makes the retroaction between
climate and the economy. The damage function represents the economic losses for a
given a temperature increase. It is an increasing convex function of global temperature
increase:

D(t) =1 (T(1)/3)**,

with a1, € RT. The last piece of the model is the abatement cost function. Abate-
ment costs have been extensively studied. This function is thus deemed as more
reliable. A 50% decrease in GHGs intensity would cost 1% of the world output. The
total abatement cost function is:

C(t) = pin(0)P2Q(1).

where () € (0,1) is the abatement rate and S, B, are positive constants. Nordhaus
uses the DICE model to compare BAU (defined as u(t) = 0,Vt) with different emis-
sion stabilization scenarios and the optimal policy. The optimal policy leads to a 10%
reduction of carbon emissions from 2005, inducing a temperature decrease of 0.2°C
by 2100 with respect to the BAU scenario.
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6.2.3 On the Many Uses of Applied IAMs

Starting from Nordhaus, TAMs have evolved introducing more realistic economic
behaviors or outcomes, trying to escape from the basic comparison between BAU (no
climate policy, myopic agent) and the socially optimal solution (perfect foresight),
because none of them is realistic. In this section, our objective is not to provide an
exhaustive survey of IAMs but to review some examples of interesting extensions such
as the inclusion of the regional dimension, models with a better description of the
power sector, research and development (R&D) behaviors, and coalition formation
issues. A recent survey of these approaches is provided by Stanton et al. (2009).

A direction along that IAMs were developed was geography, and depending on the
paper, geography is understood as space or as the union of economic regions. Let us
first mention the Integrated Model to Assess the Greenhouse Effect (IMAGE) by Rot-
mans (1990). In its first version, IMAGE was a model integrating three clusters: the
energy system, the terrestrial environment system, and the atmosphere—ocean system.
The second version of the model included a geographical scale, rare at that time. Geog-
raphy was a grid of 0.5 by 0.5 degrees, making possible the biophysical modeling of land
cover, its history, carbon cycle, nutrients, climate, etc. Still, all macroeconomic drivers
were exogenous inputs to the model.

In 1996, Nordhaus and Yang extended the DICE model by producing a regional
model, RICE (Regional Integrated Climate-economic Model). In this model, the
decision is taken at the national level, and the authors consider different levels of coor-
dination among nations. They propose three different scenarios to study how nations
could deal with climate change: market policies (i.e., no-control on emission), cooper-
ative policies (countries act as a unique decision maker), and non-cooperative policies
(in that countries act in their own interests ignoring the externality create on the other
countries). These scenarios were labeled “Business-as Usual,” “Cooperative” and “Nash
equilibrium” scenarios, respectively. This terminology will be widely used later on in
the literature.

Taking DICE or RICE as benchmarks, many authors searched to refine their model-
ing by incorporating detailed descriptions of the energy sector, allowing for a plethora
of mitigation policies, etc. Edenhofer et al. (2005) introduce learning by doing in
R&D, allowing for investment in R&D in different sectors. In the long term, improving
energy efficiency of existing technologies becomes too costly to be kept as the major
mitigation policy. Instead, they find that a backstop technology with the potential of
learning by doings the best option to protect climate at a lesser cost. They put for-
ward Carbon Capturing and Sequestration (CCS) techniques to reduce the cost of the
transition from a fossil-fuel based system to a system based on renewable resources.

Bosetti et al. (2006) build the WITCH model (World Induced Technical Change
Hybrid Model). WITCH is a multiregional neoclassical growth model in that techno-
logical progress is endogenous that is, the price of new vintage of capital and R&D
investment are endogenous. The model is hybrid because the energy sector (a key
sector) is modeled in great detail, separating electric and non-electric uses of energy,
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with seven power generation technologies and allowing the use of multiple fuels. The
authors account for seven channels for regional interaction. Let us mention among
them the first, that is the fact that both R&D and consumption decisions are affected
by energy prices worldwide. Other interactions are learning by doing, R&D spillovers,
international trade of oil and gas, and emissions trading.

The MARKAL-TIMES family of models aims at better describing the technology
options, in particular in the power and industry sectors. They are technico-economic
models. The modeler needs to introduce technology characterizations and costs,
resource availability, environmental constraints, services demands and macroeco-
nomic indicators. In this sense, MARKAL-TIMES is much more detailed than other
IAMs. In TIMES, the quantities and prices of the various commodities are in equilib-
rium, that is, their prices and quantities in each time period are such that the suppliers
produce exactly the quantities demanded by the consumers. This equilibrium has the
property that the total surplus (consumers plus producers surpluses) is maximized.
There also exists a World multi regional Markal-Times model (Kanudia et al., 2005).
Notice that MARKAL models can be developed at all decision levels from wide regions
of the world with several countries, to single countries, regions, counties, cities or even
villages.

Another kind of model is MERGE (Manne and Richels, 2005). MERGE is a model
for estimating the regional and global effects of GHG reductions. The model is flexible
enough to explore alternative views on a wide range of contentious issues, such as
costs of abatement, damages from climate change, valuation, and discounting. The
model covers the domestic and international economy, energy-related emissions of
GHGs, non-energy emissions of GHGs, global climate change, and market and non-
market damages. Each region’s domestic economy is viewed as a Ramsey-Solow model
of optimal long-term economic growth. Price-responsiveness is introduced through
a top-down production function where output depends upon the inputs of capital,
labor, and energy bundle. Separate technologies are defined for each source of electric
and nonelectric energy.

Two specific problems in the climate issue are that, first, there exists no supranational
authority entitled to implement the optimal policy and, second, emission reduction
must be worldwide to be effective against global warming. As a result, a wide interna-
tional agreement among the countries is required, and such an agreement can be found
only on a voluntary basis. This is the issue of coalition formation raised by Eyckmans
and Tulkens (2003) with the CWS integrated assessment model: that international
agreements are feasible, and how to implement them? In other words, between Nash
and the socially optimal solution, what international agreement could be achieved?
Bréchet et al. (2011) extend this analysis by comparing the policy implications of
the two competing theoretical streams available to date, namely, the cooperative and
non-cooperative settings.’

DICE has also been developed in another direction. Rather than pursuing the per-
fection of climate modeling, the power sector, etc., Greiner et al. (2010), Maurer et al.
(2012), or Brechet et al. (2011) opt for a canonical DICE. In these canonical models,
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the link between economic activity and the earth’s climate is simpler than in the full
version of DICE. Although this link is weakened, other pieces of the model are rein-
forced: Maurer et al. (2012) improve the description of the temperature dynamics, that
is crucial to study the effect of terminal constraints on temperature and concentration
on optimal decisions on abatement and consumption. On the other hand, Brechet
et al. (2011) diversify the type of policymakers, that ranges from optimal planners to
planners who neglect any environmental change.

The quest for precision and realism is necessary and still has many venues for future
research. Indeed, many processes involved in climate change are uncertain at best.
Nevertheless, the climate projections, predictions and policy recommendations issued
from IAMs need to be as precise as possible to guide risk managers and policymakers
(for a survey on this issue, see Keller and Nicholas, 2012).

6.3 THEDYNAMICS OF A MULTIAGENT
EcoNOMIC-ENVIRONMENTAL SYSTEM

Let the global economy consists of n agents (regions, countries, or groups of countries)
and let x;(¢) denote the economic state of the ith agent at time # (this may include
physical capital, human capital, and other dynamic stock-variables, so that x; is a single
or multidimensional vector). Let v;(t) be the policy vector of the ith agent at time ¢, that
may include investments, abatement, and other components. The economic agents
operate in a common environment, the state of that may influence the productivity
or the utility of the agents. The state of the environment at time ¢ will be represented
by a vector y(t), whose components can be the concentrations of GHGs in different
sectors of the environment and the average world temperature. Let the economy of the
ith agent be driven by the equation

xi(t) = fi(t, x;(1), vi(1), (1)),

where v;( - ) is the chosen by this agent policy (control) function. (Everywhere in this
chapter x denotes the derivative with respect to the time.) Then the overall dynamics
of the world economy is described by the equation

x(t) = f(t,x(t), v(t), y(1)),

where x = (x1,.. ., %0), V=V, . s Vm)s [ = (fis- -5 fn)-

On the other hand, the economic activities have impact on the evolution of the
environment, say due to emission of GHGs. Let e(t, x, v, y) represents the instantaneous
impact vector resulting from global economic state x, control v and environmental
state y at time .
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Because GHGs are fungible (they melt in the upper atmosphere irrespective to the
country of origin), the impact vector is represented by the aggregate emissions

n
e(t,x,v,y) = Y eilty %y viry), (6.1)
i=1

where e;(t,x;, v;, ) is the emission of agent 7 at time ¢, determined by her economic
state, control, and the environmental state at this time.

We assume that the dynamics of the environment can be represented by an equation
of the form

y(t) = h(t, e(t, x(1), v(1), y(1)), y(1)).

Thus, given the control function v( - ) chosen by the agents, the overall economic-
environment system is described by the equations

X(t) =f(t)x(t)ay(t)a V(t))) X(O) = XO: (62)
(1) = h(t,e(t, x(1), v(1), (1)), y(1)),  y(0) =7, (6.3)

where x° and y° are initial data.

In the numerical analysis in this chapter we use one simple version of the IAM as
described below.

In the benchmark model we specify x;j;) = ki(;) — the physical capital stock of the
i-th agent, vjy) = (uj(1), ai(r)) — the investment intensity and the abatement effort,
y(t) = (z(t), m(t)) — the average atmospheric temperature at the Earth surface and the
concentration of GHG (measured in the CO, equivalent units in the warming context).
Equations (6.2), (6.3) are specified as

ki(t) = =8iki(t) + [1 — i) — cilai(1) ] i) @i( (£)) (ki (1)) (hi(1))' 77,
ki(0) = K2, (6.4)
(1) = —=A(m(1) T(1) + d(m(1)), ©(0)=1°, (6.5)

m(t) = —um(t) —l—Zei(t, ki(t),a;(1),T(1) +v(t,7(1)), m(0)=mP, (6.6)
i=1

with
it ki i, v) = (1= a) mi(Dmi(Di(OK .

Since versions of the above most simple IAM are widely used in the literature (see
the literature review in Section 6.2.3) we only shortly explain the appearing notations.

Physical capital accumulation is described by equation (6.4). The depreciation
rate of the physical capital of agent i is §; > 0. The labor supply of agent i is
I;(t) and the production function is of Cobb-Douglas type with elasticity of sub-
stitution y; € (0,1). The productivity of the i-th agent is 7;(¢) and ¢;(t) is a
correction factor for the productivity depending on the current temperature 7. Thus
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Yi(t) = mi(t) @i(r(1)) (ki(£))Yi(I;(t))! 77 is the economic output of agent i. It is
assumed that the emission (without any costly abatement) is proportional to the out-
put Y;, namely equals n; () Y;(#), where n;(t) takes into account the change of emission
per output due to technological change.

A fraction u;(f) of the output is consumed and another fraction, c(a;), is devoted to
CO, abatement at rate a;, the rest is invested, as seen in equation (6.4). Abatement at
rate a; reduces the emission by a factor a;: ¢; = (1 — a;)n;Y; and costs a fraction c;(a;)
of the total product.

The evolution of the CO, concentration is described by equation (6.6), where u is
the natural absorption rate, v(t,7) is the non-industrial emission at temperature 7.
Finally, (6.5) establishes the link between CO; concentration and temperature change.
The CO; concentration increases the atmospheric temperature through d but also may
affect the cooling rate A. The initial values K0, 2% 0 are given.

The control functions v; = (u;, a;) chosen by the agents should satisfy the constraints

ui(1), ai(t) >0, wu;i(t)+ai(r) <1 (6.7)

These inequalities define a constraining set V for (u;, a;), that imply in particular that
no transformation of existing capital into consumption or abatement is possible.

The particular specifications used in the numerical simulations is given below. The
main trouble with the above model and its extensions is that most of the model com-
ponents are actually not known with certainty. In fact this applies to all of the involved
in the benchmark model exogenous functions.

Since the economic agents have to make their policy decisions, v;(t), in conditions
of uncertainty about the future changes of the data, these decisions have to be made
on the basis of predictions. Therefore in the next section we develop the concept of
prediction-based rational behavior of an individual agent.

In the following two sections we define the two concepts we shall introduce in the IA
framework: model predictive Nash equilibrium and adaptive behavior. The method-
ology presented below is not restricted to a specific model. Therefore the exposition
is carried out for the general model (6.2), (6.3), while we refer to the benchmark case
(6.4)—(6.6) only for clarification, and in Section 6.6 — for numerical simulations.

6.4 MODEL PREDICTIVE RATIONAL BEHAVIOR

Even if the model (6.2), (6.3) provides a reasonable description of the dynamics of the
real global economic-environment system, it is not exactly known to the agents due
to imperfection of the modeling and due to uncertainties in its parameters. That is,
at time s agent j chooses her future control policy based on a model that may differ
from the “true” one. At any time instant s agent j models her economy in her own
way, including the impact of the environment on the economy and her own input to
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the environment. Moreover, the performance criterion of each individual agent may
depend on the time at that the control decision has to be made. Thus at any time
s agent j maximizes an individual objective function representing the total (possibly
discounted) utility

o
[ gty (63)
N
subject to the controlled dynamics

%;(t) =f}5(t,xj(t),1/j(t),y(t)), xj(s) = x° —known at time s, £ > s, (6.9)
y(1) = K(t, ¢i(t, xj (1), vj(1), y(t)) + &j(1), (1))
y(s) = y° — known at time s (6.10)

and the control constraint (see (6.7) for the benchmark constraints)
vj(t) e V. (6.11)

Here g’ is the function that agent j uses at time s for evaluation of the future (dis-
counted) utility, ]5-5 represents the model that agent j employs at time s for predicting
the evolution of her economic state x;j(¢) (for any given future control policy v;(¢) and
future environmental state y(t), t > s), I’ is the model that all agents use at time s for
predicting the evolution of the environmental state y(#), t > s (given the future total
emission e(¢)). From the point of view of agent j the total emission e(#) consists of own
emission e;j(t, xj(), vj(t),y(t)) depending on the own control and economic state and
on the environmental state y(t), and of the emission of the rest of the agents, ¢;(t), that
is not a priori known to agent j. The environmental dynamics /* employed at time s is
the same for all agents.*

As it will be argued at the end of this and in the next section, this assumption is not
too restrictive, since the agents may use the predictions obtained by the environmental
model in diverse ways, varying between total ignorance and complete trust.

The interconnected problems (6.8)—(6.11) of the n agents at time s are regarded
as defining a differential game in that the players (that is, the agents) implement (an
open-loop) Nash equilibrium solution. In the next lines we clarify what is the meaning
of the Nash equilibrium solution in the present context.

A specific feature of this context is the information pattern. In solving her optimiza-
tion problem agent j is not necessarily aware of the models f;° that agents i # j use at
time s (as we see below these models may change with s due to agent-specific adap-
tive learning). Instead, it is assumed that agent j solves the problem (6.8)—(6.11) if the
emission ¢;(t) of the rest of the agent is given. Let (x]?[éj] (1), V;[Ej](t), yjs[éj](t))), t>s,
be a solution of problem (6.8)—(6.11) for the given function ¢;(¢), t > s.> The resulting
emission of agent j is

G OEE R CIORHCIOSHEIG) B
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In the definition of Nash equilibrium it is enough to assume that (instead of the
dynamics f; of all other agents) the emission functional

5(-) — €lg](-) (6.12)
of each agent is known to the rest of the agents. That is, each agent gives a
correct information about her future emissions, given any scenario for the cumu-
lated future emission of the rest of the agents. (This information would be auto-
matically available if the models f; on that the agent’s decisions are based were
known to all agents.) Then the Nash solution consists of an n-tuple of con-
trol policies {vj(t)}, trajectories {x;(t)} of the economies, and emissions {e]?(t)},

t > s, such that following equilibrium conditions hold for j = 1,...,n and
r>s:
viIEl(n) =vi(t) with g(-):=) €1, (6.13)
i#j
x[e](1) = x; (1), (6.14)
(1,(1), vi(1), y*(1) = (1), (6.15)

where y° is the solution of the equation
n
y(t) =K (t,e' (1), (1)), y(s)=y’, with €(t):= Zef(t). (6.16)
i=1

The meaning of the above equalities is the following. Equations (6.13) and (6.14)
means that for the cumulated emission €}(f) of the rest of the agents, agent j will have
(x;,v;) as an optimal solution. Equation (6.15) means that the optimal emission of
each agent j would equal e]? (1), provided that the trajectory of the environmental state is
y(-).

It remains to notice that due to (6.15) the equalities

ylEl =y, j=1,....n

are automatically fulfilled. That is, at the Nash equilibrium solution each agent
evaluates the future environmental state in the same way.

The numerical calculation consists of iterating the fixed point system (6.13)—(6.16).
Between three and seven iterations give enough accuracy in the numerical investigation
in Section 6.6.

Now we continue with the definition of the model predictive rational behavior of
the economic agents. Let us fix a time-step € > 0 and set s; := i€, k=0,1,....

At time s = sp = 0 the agents determine the Nash equilibrium controls {vf"(t)}
resulting from the models ];-50, g]-so, h* that the agents use at time sy, and from
the measurements xjso, % of the states. The so obtained controls are implemented,
however, only in the time-interval [sy, s;]. Then the agents update their models and
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measure the actual state le , ¥°I. The agents determine the Nash equilibrium controls
{v'(¢)} resulting from the updated models f}sl, gjsl, k! and implement them in the
time interval [s;,s;]. The same procedure repeats further on. The resulting control
policies are

f/;(t) = v;k(t) for t € [sg,sk+1], k=0,1....

The time-step € can be viewed as the length of the commitment periods defined
under a legally binding international agreement, such as the Kyoto protocol. How-
ever, both for mathematical convenience and due to the continual and non-
synchronized adjustment of the policies of the agents at micro level, we elimi-
nate the dependence of the control policies on the choice of € letting it tend to
zero.

Definition 1. Every limit point of any sequence f/]? defined as above in the space

Llloc(O,oo) when € — 0 (if such exists) will be called Model Predictive Nash Equi-
librium (MPNE) policy.

In practice the time-step at that the actual state of the environment is updated may
be many years long owing to the slow change of the environment and the relatively
high fluctuations from the trend. However, the model updates may take place more
frequently due to the relatively faster change of the economic states and the progress in
the modeling methodologies.

We outline the particular case in that an agent j chooses her model ]5»5, g]-s inde-
pendent of the environmental state y. That is, in her current control policy agent
j does not take into account the influence of the future changes in the environ-
mental state on her economy. Accordingly, such an agent disregards the impact of
her economic activities on the environment; hence the environmental component
(6.10) is irrelevant for her decisions. In Bréchet et al. (2014) we interpret such an
agent as doing business as usual (BAU). A BAU agent disregards her interconnec-
tions with the environment and, consequently does not abate emissions. We stress
that the above notion of BAU differs from the one used in the literature (see, e.g.,
Nordhaus and Yang, 1996), where BAU is an agent who does not abate, although
having a foresight about the influence of the future environmental changes on the
economy.

In the above consideration the models of the individual economic dynamics
and objectives of the agents, as well as the model of the environment, are con-
sidered as given, although changing with the time in a non-anticipative way (the
future changes in the models are not known, hence not involved in the forma-
tion of the current control policies). In the next section we partly endogenize the
evolution of the models that agents employ by using a simple version of adaptive
learning.
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6.5 ADAPTIVE BEHAVIOR

At any time s the agents use models (given by the triplet ( j;»S , gjs, 1)) to determine their
policy for some period of time after s, as described in the previous subsection.

In this subsection we address the following question: how the agents change the
models that they use, depending on the newly available measurements of the actual
economic and environmental states?

A variety of data assimilation techniques can employed for this purpose, out of that
a simple adaptive learning is chosen in this chapter.

For the sake of clarity and for numerical simulations we consider here only
the benchmark model. The environment is assumed to be relevantly described by
equations (6.5), (6.6), thus in this case h* = h for all s. Moreover, we apply adaptive
learning to only two crucial uncertain factors that may vary with the time at that the
control decisions are taken and that essentially influence the behavior of the agents: the
damage function that represents the effect of the climate change on the economy, and
the discount rate used by the agents in the formulation of their future objectives. It is
reasonable to apply adaptive learning to many other economic factors, such as future
productivity, 77;(t), future labor [;(t), future emission per output, n;(t), future natural
emission, v(t), etc., but here we assume a perfect knowledge for their evolution.

In the benchmark case the model (6.9)—(6.11) that agent j uses at time s reads as

. . 1_ .
ki =—=8iki+ [1 — 1 — gi(ap) w3 (D)KL, Kils) =k, (6.17)
t=—-A(mt+dim), t(s)=1°, (6.18)
= —pm+ (- @) w0 KL ++u(0), ms)=n,  (6.19)

uj(t), aj(t) =0, uj(t)+aj(t) < 1. (6.20)

To complete the benchmark agent’s model we consider a particular objective
function gjs in (6.8) defined as

o0 s l1—a
| [wommeeo goram ] a6

where 7{ is the discount rate used by agent j at time s.
As already said, the model components that the agent j updates at time s (based on
the available measurements for k;j(¢) and 7 (¢) till time s) are the damage function (p]? (1)

the discount rate r]s .
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6.5.1 Updating the Damage Function

In the next paragraphs we analyze how agents with diverse level of knowledge and con-
cerns or with diverse opinion about the reliability of the presently used environmental
models and monitoring (in our case (6.18), (6.19)) may build their formal estimates
about the influence of the global warming on their regional economic efficiency.
Below it will be assumed that the true damage on the productivity in the region of
agent j caused by a temperature increase T above the preindustrial level is given by the

formula {

—_— 6.22
1+ 0,1% ( )

p(t) =
where « is a known constant and the value of 6, is not known to the agent (consider-
ing also k or more parameters as unknown does not bring principal difference). The
above constants are agent-specific, but we skip the index j in the notations since the
considerations below apply to an individual agent.

As a specification of the benchmark model we assume that at any time s instead of
the “true” damage function (6.22) for her region agent j uses the following one:

1
- 1+ 604(Bsts 4+ (1 = Bo)T)* ’

@*(7) (6.23)
where 6; represents the current estimate of the true value 6y, t° is the measured average
temperature at time s, and 8, € [0, 1] is an additional parameter chosen by the agent at
the current time s. As argued below, this parameter reflects the level of confidence in the
environmental model (6.18), (6.19). Notice that at the current time s the temperature
is 7(s) = 7°, hence the evaluation of the damage function gives

1

o' (t(s) = m

(6.24)

Since the true value of the damage is measurable, the agent may calculate the value 6,
that fits to the current measurements of 7(s) and ¢(7(s)). Owing to the uncertainties
in the measurements the agent evaluates the parameter 6; to be used in her current
model as

s = Os— + eps(0s — 05-),

where 6;_ is the agent’s estimation of 6 prior to time s (that depends on past measure-
ments). The parameter p; € [0,1] reflects the agent’s uncertainty about the currently
estimated factors: temperature, capital stock, economic output: the lower is the confi-
dence of the agent, the smaller is p;. The parameter ¢ > 0 is the time step for updating
the damage function, as in the preceding subsection. In the limit case with ¢ — 0
and p; = p the value p can be interpreted as the exponential decay rate of the error:
O — 05 = e P(0, — ).

On the other hand, at time s the agent employs the damage function in her long-
run investment/abatement planning model (6.17)—(6.21), as described in the previous
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subsection. Since the temperature T may change in the future and the agent uses the
environmental model (6.18), (6.19) to predict this change, the anticipated error in t
produced by the model may distort the predicted damage rate. To take into account
these uncertainties the agent modifies the damage function (6.24) in the way given by
(6.23). The argument for choosing a damage function in the form of (6.23) is shortly
explained below, taking for simplicity the value x = 2.

At time s the agent has updated her damage function ¢° by choosing the new
parameter 6 in (6.24) as described above. However, the agent realizes that the true tem-
perature at time ¢ > s may be different from the one resulting from the model (6.18),
(6.19), with an error £ = £(¢). Then the anticipated value of the damage function,
when using (6.23) at time t and with the true temperature v = 7(#) will be

1
1+0,(BTs+(1—B)(t+&)2)

Since & can be viewed as a random variable (although its distribution is unknown),
the rational agent would try to minimize by choosing the parameter g € [0,1] the
expectation

g( 1 1 )2
1+6,02  1+6,8T5+(1—-B)(t+&)2)) |

Having in mind that 6, hence also 6, is a small number (6, = 0.0054 according to
Nordhaus, 2007), one can reasonably represent the above expression as

628 ((,BA(ﬁA F20) 4+ 2(BA+1)(1 — B)E+ (1 — 5)252)2) 1063,  (6.25)

where A = t° — 7 and O(¢g)/¢ is bounded when & — 0. From here one can make the
following essential observation:

(i) if the agent trusts the employed environmental model (hence & = 0), then
this agent would choose 8 = 0, that gives value zero in the error-expectation
formula (6.25);

(ii) if the agent does not believe in the long run trend of the temperature change
(assuming A = 0) and anticipates an error £ # 0 of the model-base prediction
for the temperature, then this agent would choose 8 = 1.

The analysis may be continued by considering the optimal choice of the parame-
ter B, that is, choosing the B that minimizes the expression in (6.25). We skip this
technical (and not very precise) consideration, that suggests that an agent whose
opinion about the accuracy of the environmental model (6.18), (6.19) measured
by Zizl |E(&™)] is large relative to the expected by the agent temperature change
A =1 —7° (a “skeptical” agent), then this agent would choose 8 closer to 1, while an
agent who trusts more the model and anticipates a temperature increase would choose
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B closer to zero. Of course, the same learning procedure as for 6 can be applied also
for 8.

Summarizing, one may say that the choice of the predictor for the future damage
caused by the global warming is a subjective decision of the agent, that can be formally
characterized by the following statement in terms of the parameters p; and f; in the
update of the damage function: agents who are skeptical about the measurements (and
the model) of the economy and about the measurement of the current temperature
choose lower value of pg; agents who are skeptical about the credibility of the employed
environmental model choose a higher value for the parameter §; € [0, 1].

We note that an agent choosing 8 = 1 makes no use of the environmental model
at all, since this agent always takes the current temperature as a proxy for the future
one. Thus B = 1 represents a BAU agent. In the present framework the agents are
distinguished by their parameters p°* and 8° and the BAU agent is an extreme case in a
continuous variety of agents.

6.5.2 Updating the Discount Rate

The discount rate r; chosen by agent j at time s in its utility function represents her
opinion about the value of the present utility relative to a future one. Of course, the
discount rate rjs depends on the agent’s view on the future uncertainty, but in the con-
text of the environmental concerns it depends also on the agent’s per capita wealth.
As one can clearly see from the daily practice, a rich country tends to be more far-
sighted than a poor country in that the political and the economic policies are more
myopic. Similar suggestions are given in the economic literature (see, e.g., Lawrence,
1991; Samwick, 1998). Therefore, it is reasonable to assume that the discount rate of
agent j depends on her per capita wealth measured at time s by k;(s)/j(s) = k]? /1i(s)
(where labor is proportional to the population size). Thus, at time s the agent would
have an endogenous discount rate rjs = R(k]? /1i(s)). The particular specification of the
function R used in the subsequent numerical analyses is given in Section 6.6.

6.6 SOMESIMULATION RESULTS

The agents in the benchmark model (6.17)—(6.21) are heterogeneous with respect to
all involved parameters. However, we shall focus on the heterogeneity with respect to
their behavioral features, represented by the damage function (p]?(t) and the discount

rate rjs used at time s by agent j.



130 THIERRY BRECHET, CARMEN CAMACHO, AND VLADIMIR M. VELIOV

6.6.1 Model Calibration

The individual damage function used by an agent at time s is characterized in the pre-
vious section by three parameters: the knowledge about the “true” damage function
prior to s, denoted by 6;_, the learning parameter p;, and the “trust” parameter ;.
Diverse values of these parameters and of the discount rate r; allow to cover agents
with rather different behavior, including such doing BAU (see the end of Section 6.4),
myopic versus far-sighted agents, skeptical about the accuracy of the climate predic-
tions versus “believers,” etc. Given any configuration of agents, their (interconnected)
economic behavior is defined in Section 6.4 by the Model Predictive Nash Equilibrium
(MPNE).

Although the concept of MPNE applies to any number of agents, in the simula-
tion results below we consider for more transparency only two agents. The first agent,
named agent R (from “Rich”), is presumably richer, hence less discounting the future,
has better knowledge on the damage function and trusts more the predictions for the
climate change. The second one, agent P (from “Poor”), is presumably poorer, hence
more myopic, has bad knowledge on the damage function but may learn with experi-
ence, and is skeptical about the predictions for the climate change. In the benchmark
model agents R and P are indexed by i = 1 and i = 2, respectively.

The prototypes of these two agents in some of the simulations below are the OECD
and the non-OECD countries, respectively. Therefore in all simulations 74.7% of the
world physical capital stock (estimated as 733.2 trillion USD in 2005) belongs to agent
R, while the rest of 25.3% belongs to agent P. Thus the initial data for the economy
are kY = 547.7004 and k) = 185.4996 trillion USD. On the other hand, the population
of agent R is 18.2% of the total, that gives [} = 0.184L, L, = 0.816L with the total
population L = 6464.75 million. The initial data for the environment are m° = 808.9
and 79 = 0.7307, representing the concentration of CO; in GtC and the increase of
temperature above the pre-industrial level in 2005, respectively.

The constant parameters of the benchmark model are given on Table 6.1. The
calibration year is 2005.

The functional parameters in the benchmark model are specified as follows.

Due to technological progress the productivity m;(#) is assumed linearly increasing
with time so that technology is 25% more efficient after 175 years, that is, ;(175) =
1.257;(0) for i= R, P.

The technological progress reduces the emission per unit of output (without abate-
ment) at an exponential rate 0.00384, that corresponds to a decrease by 25% in 75
years: 1;(t) = e~%99384/p.(0). The cost-of-abatement function c¢;(a) = c(a) is specified
as c(a) =0.01a/(1 — a), that implies that reducing emission by 50% incurs cost of 1%
of GDP. The true damage function for all agents is assumed to be

p*(r) = ., with 6 = 0.0057

1
1 +9*T2

(of course it is not assumed to be known to the agents).
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Table 6.1 Values of stationary parameters

Economic parameters

intertemporal elasticity of substitution o 0.5
depreciation rate d; 0.1
capital elasticity Vi 0.75
initial productivity of R 1(0) 1.75
initial productivity of P 79(0) 1.17
initial emission rate 1;(0) 0.0427

Climate parameters

temperature stability rate A 0.1
CO, absorption rate " 0.0054
natural emission v 3.211

Finally, the effect of CO, concentration on the average temperature increase is cap-
tured by the standard function d(m) = 0.59151n (m/n}), where mj = 596.4 GtC is the
preindustrial CO;, concentration in the atmosphere. All the specifications are within
usually suggested ranges.

6.6.2 Scenarios Description

For the behavioral parameters 90]?( -) in (6.23) and the discount rate r]-S we consider
several scenarios as described below.

Scenarios 1 and 2. These are two “extreme” scenarios. In Scenario 1 both agents are
myopic and totally neglect the environmental dynamics in their decisions, adapting to
the temperature change only post factum (this is what we called BAU agent in the end
of Section 6.4). Precisely, agent R has the parameters r{ = r; = 0.02 (myopic), 05 = 0y
(evaluates correctly her damage at the current temperature t°), § = 1 (ignores the
prediction for future change of temperature), p is irrelevant. Agent P has the same
parameters with the only difference that 6, = 6,/6 and p = 0 (underestimates the
damage of the current temperature and does not learn).

In Scenario 2 we consider that both agents as far-sighted, perfectly informed about
the environmental dynamics and the damage function. Precisely, for both agents r; =
0.005, 6; = 6, Bs = 0. In fact, in this case the MPNE coincides with the usual Nash
equilibrium due to the perfect foresight of both agents.

Scenario 3. In the third scenario we take into account that agent P may learn and
may become less skeptical with experience, still remaining myopic. The role of this
scenario is to exhibit the effect of learning. Formally, agent R is exactly as in Scenario
2, while agent P has r5 = 0.02, 65 = 0, — e~ #°(60x — 6p), with 6y = 0, /6, p = 0.03465,
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and B; = e~ **. The chosen value of p means that agent P reduces the error in 6 by half
and the value of the distrust parameter § from 1 to 0.5 in 20 years.

Scenario 4. This last scenario involves endogenous discount for agent P, all the rest
is as Scenario 3. Agent P is initially myopic (r) = 0.02), but her discount rate decreases
quadratically with the per capita stock of capital till the value r = 0.005 is achieved
when the capital stock reaches the initial value of the initial capital stock of agent R.
That is, at this point agent P starts discounting as low as agent R, who has r; = 0.005
all the time.

In all scenarios the agents use the investment and the abatement rates, u;(¢) and
a;(t), as policy instruments. Of course, in Scenario 1 the agents have no reasons to
abate (hence a;j(t) =0).

6.6.3 Simulation Results

The four scenarios are graphically depicted in figures 6.1 to 6.3. Our results support the
intuitive idea that the more you know the better you do. Indeed, Scenario 2 represents
the economy with the best informed individuals who care the most about the future.
On the other side, agents in Scenario 1 are myopic about global warming and do not
care much about the future. On top of this, they are unable to learn. This implies that
they never revise their vision about global warming nor do they increase their con-
cern about the future. They are stubborn and short-sighted, that are rather common
psychological features in the the real word. As a result, in short, Scenario 2 provides
the highest consumption and GDP per capita in the long-term, incurring in the lowest
increase in temperature while Scenario 1 provides the worst results.
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FIGURE 6.1 World GDP per capita
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FIGURE 6.2 Average abatement rate

A striking result to be mentioned about these two scenarios is the shape of GDP
(or consumption) over time. After an increase in GDP per capita at the beginning
of the simulation period, Scenario 1 displays a shrink in the level of the world GDP
by 25% in 90 years. This reflects the economic consequences of neglecting climate
change. Actually, in Scenario 1 World GDP declines by 0.3% per year between time
50 and 140. In the same period of time world GDP increases by 0.3% per year on
average in Scenario 2. This shows how a more realistic definition of a BAU translates
into climate costs on the economy. Let us remind that we use the same calibration
parameter values as Nordhaus (2007). What makes the difference is the rational behind
the scenarios. Clearly, this result sheds a new light on the potential costs of no-action
against global warming. Most people agree that emission abatement is costly but forget
that climate change itself is costly to the economy. This simulation reveals that these
costs may be much higher than usually appraised with IAMs because they ill-define
what is business-as-usual.

After 100 years, Scenario 2 induces a temperature increase of less than 3°C, provid-
ing a GDP of US$30,000 per capita. Scenario 1 provides higher consumption during
the first 90 years, given that agents do not abate. Nevertheless, because they incur in
the largest emissions, their productivity is harmed the most. To preserve a high level
of consumption during the entire period, agents in Scenario 2 abate more than 50% of
their emissions, attaining up to 70% after 50 years. Given that agents do not abate at all
in Scenario 1, temperature increases by more than 6.5°C after 100 years, that dampens
their productivity and hence their income.

Naturally, Scenarios 3 and 4 provide results that lie in between Scenario 1 and 2, get-
ting closer to Scenario 2 as the amount of information and concern about the future
increase. Scenarios 3 and 4 are similar during the first 20 years. Differences arise after
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FIGURE 6.3 Temperature increase

and one can observe the behavioral differences between agents who update their dis-
count rate, and those who do not. In Scenario 3, agent R knows exactly the damages
induced by global warming, and she discounts future at at a higher rate. On the other
side, agent P, who does not abate at the beginning, starts soon doing so, adding her
effort to agent R’s. However, agent P’s lack of care about the future impedes larger
abatement efforts. Consequently, GDP per capita and consumption are larger than in
Scenario 1, and temperature increase after 100 years is 3.75°C above the preindustrial
level. Therefore, although this economy starts abating a 10% of their emissions on the
average, it gradually increases abatement efforts until 50% after one century.

Finally, building on Scenario 3, we allow agent P in Scenario 4 to become more
patient as she becomes wealthier. Hence, as agent P accumulates wealth with time, she
starts caring more about its future and increases her abatement effort accordingly. We
can see in figure 6.2 that the average abatement rate equalizes Scenario 2’s after 70 years
and then over-reach it for some decades. Agents get very close to Scenario 2 in terms
of consumption and GDP as well, but they cannot catch them because of the damages
accumulated on productivity during the first 60 years.

It is interesting to notice that, although Scenario 2, 3, and 4 are relatively close in
terms of temperature increase, they display contrasting profiles regarding GDP, con-
sumption, and abatement policies. For example, in Scenario 4 abatement efforts are
stronger than in the “optimistic” Scenario 2 for most time periods because of the delay
incurred by the endogenous discounting. It shows that the idea of relying on endoge-
nous discounting (driven by economic development) to cope with global warming is
inadequate because it takes too long.

It is interesting to compare the aggregated discounted utility of agent R (given by
(6.21) on a 200 years long horizon) in Scenarios 2 and 4. The discount factor of agent
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Ris r=0.005 in each of these scenarios, therefore the results are comparable: the values
are 52,995 in Scenario 2 and 37,022 in Scenario 4. Since agent R has exactly the same
parameters in the two scenarios, the reason for the large difference of her welfare is
caused by agent P. Notice that due to learning and due to the endogenous discount,
after 100 years agent P in Scenario 4 behaves exactly as agent P in Scenario 2: has a
perfect knowledge and discounts with r = 0.005. However, due to the delay in the
evolution of agent P from a myopic ignorant to a far-sighted knowledgeable agent (as
R is from the very beginning), agent R loses about 30% of her 200-years utility. This
result shows how important it is for the rich country to help the poor one to develop,
because both share the same common good, climate.

6.7 CONCLUSION

The purpose of this chapter was to extend the standard integrated assessment frame-
work applied to climate change by incorporating model predictive control and adaptive
behavior. Model predictive control is employed owing to the uncertainties about the
future environment. It allows agents to redefine their optimal strategy on a regular
basis, on the grounds of the observed changes in the world or in the agents’ time pref-
erences (endogenous discounting in our model). With this setting, agents are rational
(they adopt the optimal policy) but revise it (with some inertia) as the word changes.
Adaptive behavior (or learning) is involved since the agents gradually improve their
knowledge about the world (the interconnection between environment and economy,
in our model). These ingredients are particularly relevant in the context of global
warming. We provide a generic theoretical model encompassing all elements of an
integrated assessment model. In particular, we define an innovative concept of Model
Productive Nash Equilibrium (MPNE) to characterize an economy with many coun-
tries. Simulations show, among other results, how the trajectory of the economy can be
affected by the adaptive configuration. In particular, a pessimistic configuration (pes-
simistic, but maybe not so far from reality) displays a shrink in the world GDP due to
the adverse effects of climate change and the persistent agent’s will to disregard them.
This new framework would deserve to be extended in several directions. A first natu-
ral one would be to split the word in many countries or regions. In this case, strategic
interactions among countries would become a new ingredient of the framework.

ACKNOWLEDGMENTS

This research was initially supported by the Belgian Science Policy under the
CLIMNEG III Project (SD/CP/05A). The third author was partly financed by the Aus-
trian Science Foundation (FWF) under grant No I 476-N13. The chapter was finalized



136 THIERRY BRECHET, CARMEN CAMACHO, AND VLADIMIR M. VELIOV

while Th. Bréchet was visiting research fellow at the Grantham Institute for Climate
Change at Imperial College London, and visiting professor at the European University
at St Petersburg, Russia.

NOTES

1. Twenty-three years later, Nordhaus publishes a new book entitled “A Question of Balance”
Is it a new illustration of the slow pace between science and policy?

2. We reproduce here the DICE equations taken from Nordhaus (1992), respecting notation,
calibration, and interpretation.

3. See also Bréchet and Eyckmans (2012) for a survey on the use of game theory with IAMs,
or Yang (2008) for an application with the RICE model.

4. The assumption that all agents use the same environmental model is made only for the
sake of simplicity. An additional comment on this is given in Endnote 6..

5. In this chapter we ignore the issues of existence and uniqueness. Some comments on these
issues in a slightly different framework are given in Bréchet et al. (2014). In the economic-
environmental model in Greiner et al. (2010), for example, the solution does not need to
be unique.

6. This is the place where the assumption that all agents use the same environmental model
K at any given instant s plays a role. If each agent uses its own model h; for the environ-
ment, then the definition of the Nash equilibrium solution becomes more complicated
and depends on the information pattern: do the rest of the agents know what is the envi-
ronmental model used by the agent j, or do they know only the emission mapping (6.12)3.
In the latter case only a slight modification of the above definition of Nash equilibrium is
needed. In the former case the definition of a Nash solution is more complicated.

7. A sequence v¢ converges to v in L11°°(0,oo) if fOT [v¢(#) — v(t)| dt converges to zero for
every T > 0.

8. The adjective “behavioral” indicates dependence on subjective attitude of the agent. More-
over, the agents have no foresight about the damage function and the interest rate that they
will use in the future.

9. See the IPCC (2007), Nordhaus (2008), Stern (2008), and Yang (2009).
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CHAPTER 7

PROSPECTS OF TOOLS FROM
DIFFERENTIAL GAMES IN THE
STUDY OF MACROECONOMICS OF
CLIMATE CHANGE

JACOB ENGWERDA

7.1 INTRODUCTION

WRITING a chapter for this Handbook is quite a challenging task. According the guide-
lines this chapter should make on the one hand new and original arguments and on the
other hand survey what are the essential issues and questions in the field of research the
author is supposed to address. Further, though the author should aim to present the
theories and opinions of all sides fairly and accurately, the coverage may and should
advocate the specific opinion and standpoint of the author. As a mathematician, who
is trained to think in terms of definitions and resulting theorems, this is a hard job.
After some lengthy thoughts I decided to sketch a framework within which the discus-
sion on the macro economic effects of climate change take place. Section 7.2 argues
that the problem setting is characterized by scientific uncertainties about the develop-
ment of climate, potential large losses and human beings having their specific features.
The section provides some considerations about climate change, macroeconomics and
their relationship. A characteristic feature of the problem setting is that there are multi-
ple decision makers interacting in a dynamic world with large uncertainties. Problems
of this type have been studied extensively by (dynamic) game theory. Section 7.3 starts
with an introductory section on what (dynamic) game theory is about, followed by an
overview of tools that have been developed in this area and that (may) play a role in
the analysis of macroeconomics of climate change. An important aspect in this anal-
ysis is whether and when countries will engage in “green energy” and its technology.
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Section 7.4 illustrates some issues that occur when one likes to tackle this question.
Using some simple well-known game theoretic modeling tools, it is illustrated how
coordination problems occur that may lead to suboptimal policies. A literature review
suggests that, though there has been done already quite some work to better under-
stand and solve the resulting problems, the current game theoretic tools can only
partially address these problems. An extensive list of “to do” items concludes this
section. The chapter concludes with some general observations.

This chapter is based on an extensive literature and it is, therefore, impossible to
list all adequate references. For that reason a number of survey articles and books are
referenced where one can find extensive lists of relevant literature.

7.2 SOME PRIVATE CONSIDERATIONS

7.2.1 Considerations about Climate Change

The main reason to include this section is twofold. First we hope to give readers who
are not too familiar with the subject some basic insights into the complex material.
Second, we hope that this (far from complete) outline may help to better understand
some issues dealt with in the next sections.

Going through the literature to find an explanation of that factors basically deter-
mine the climate (average weather conditions and the distribution of events around
that average) one gets puzzled. Below we give some considerations that can be traced
in literature about climate change. They are mainly based on the Intergovernmental
Panel on Climate Change report 2007 (IPCC, 2007), where one can find many refer-
ences to scientific studies that lead to these considerations. Unfortunately, however,
there are also studies that question the accuracy or even conclusions of this report,
see, for example, Christy et al. (2010), Scafetta (2009), Inter Academy Council (IAC,
2010). As a scientist, and layman in this field, the overall impression is that we start
to see some global contours and factors impacting each other, but that an in-depth
understanding of the material is far from complete.

Studies on deep sea sediments, continental deposits of flora, fauna and loess, and
ice cores show that during the last one million years series of large glacial-interglacial
changes occurred with cycles of about 100,000 years (see e.g. Imbrie et al. (1992),
Tzedakis et al. (1997)). This implies that climate in the past was not fixed.

From a physics point of view temperature changes are due to changes in the global
energy balance on earth. At this time there is no reasonable doubt to believe that the
main source of energy is the sun and that energy is lost to space. If either the input from
the sun and/or the output to space changes and these changes do not outweigh each
other the total energy that is available on earth changes. Energy is distributed around
the globe by winds, ocean currents, and other mechanisms and determines the climate
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of different regions. So, if there is a change in the amount of energy to be distributed,
climate will change in at least some regions.

Looking for an explanation for these large glacial-interglacial changes Milankovith
(1941) came up with the idea to relate local changes in solar radiation to long-term
variations in Earth’s orbital variations. Slight variations in Earth’s orbit lead to changes
in the seasonal distribution of sunlight reaching the Earth’s surface and how it is dis-
tributed across the globe. Milankovith (1941) and later on Berger (1977) show that
there is a high correlation between the Earth’s orbital variations and the occurrence of
glacial and interglacial periods. A model of future climate solely based on the observed
orbital—climate relationships predicts that the long-term trend over the next seven
thousand years is toward extensive Northern Hemisphere glaciation (see Hays et al.
(1976)).

Other factors that impact climate on a long term basis are, for example, mountain
building and continental drift.

A factor that one expects to affect the energy balance on a more short-term basis
is the amount of solar radiation produced by the sun. Sunspots, indicating lower sun
temperatures, are an indicator for a change in the solar radiation. They have a cycle
of approximately 11 years and they are reported already in ancient times. Also stud-
ies of rock layers and layering show repeating peaks in layer thickness, with a pattern
approximately repeating every 11 layers. This suggests that solar cycles have been active
for hundreds of millions of years. From 1978 on there are measurements on the total
solar irradiation obtained by satellites. Since the observed changes in solar radiation
over the last decades are quite small the common conclusion of a wide range of studies
(see, e.g., the third assessment report of IPCC) is that the changes in solar irradi-
ance are not the major cause of the temperature changes in the second half of the
20th century unless those changes can induce unknown large feedbacks in the climate
system. This reservation is made because the exact relationships between solar irra-
diance and long-term climatological changes, such as global warming, are not well
understood yet.

Statistics show that in the last 100 years, Earth’s average surface temperature
increased by about 0.8°C (1.4°F) with about two thirds of the increase occurring over
just the last three decades. Physicists have produced a model that relates the incom-
ing sun radiation to the Earth temperature. An important point in this model is that
thermal radiation that is reflected by the Earth into space is partially reflected to Earth
again due to, so-called, greenhouse gases (GHGs) in the atmosphere. One of these
gases is carbon dioxide (CO;). An important property of CO, is that once it is in the
atmosphere, it stays there for a long time (estimates range from 30 to 95 years). Since
due to fossil burning and deforestation CO, concentrations have increased exponen-
tially over the last 150 years (and as such have a strong correlation with the increase
of temperature during these years), and given the above mentioned greenhouse effect
of CO,, it seems at least plausible that this increase in CO, has caused part of the
increases in global average temperatures. However, the above temperature model is
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just an approximation of reality and there are, separate from a complete understand-
ing of the relationship between more CO, concentration in the atmosphere and its
impact on the amount of thermal reflection, also other factors that (might) affect the
transfer of solar energy into the temperature on Earth.

An important factor are the feedbacks induced by a change in temperature. In case
temperature increases, for example, the composition and formation of clouds will
change too. This has both negative (e.g., sun blocking) and positive effects (increase
of greenhouse effect) on the thermal radiation. The balance of it is unclear. An exten-
sive list of potential feedbacks can be found in the IPCC reports. An important point
is that quite a number of these feedbacks induce transitions that last for long time
horizons and as such cannot be redirected within a short time span.

From the above considerations it will be clear that, with no spare Earth with that
to experiment, the question whether a climate change occurs that can be attributed to
human behavior is far from easy. Models have to be used to make projections of pos-
sible future changes over time scales of many decades and for that there are no precise
past analogues. To deal with this issue the IPCC working group I pursued the following:
(1) detect whether the climate has changed; (2) demonstrate that the detected change is
consistent with computer model simulations of the climate change signal that is calcu-
lated to occur in response to human behavior; and (3) demonstrate that the detected
change is not consistent with alternative, physically plausible explanations of recent
climate change that exclude important human behavior.

Using this set up the fourth IPCC reports that the global mean equilibrium warming
for doubling (relative to the year 2000) CO, is likely (probability larger than 66%) to
lie in the range 2°C to 4.5°C, with a most likely value of about 3°C. With a probability
of 90% the impact of such a doubling will be at least 1.5°C.

So, in short, there is a trend that average surface temperature rises on Earth, and if we
extrapolate this trend the temperature will rise considerably in the nearby future. Fur-
thermore, if indeed the CO; concentration is responsible for this increase (as expected
by the IPCC reports), this effect will impact for a long period of time.

7.2.2 Considerations about Macroeconomics

7.2.2.1 Growth Prospects

The last decades have shown a large increase of international economic integration
(i.e., international trade, finance, investment and migration). As a consequence coun-
tries/people have become increasingly interdependent on issues such as, for example,
employment, production of goods and income spent abroad. As a consequence eco-
nomic growth in a single country has become much more vulnerable to developments
of growth in other parts of the world. Examples illustrating this are the Asian financial
crisis in 1997—-1998 that arose due to weaknesses in financial and monetary systems
in Asian countries and, more recently, the collapse of the US subprime mortgages,
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and the Eurozone crisis. Asia’s recovery from its financial crisis was supported by
healthy growth and demand conditions in the developed world. The financial crisis
originating in the United States, however, had an impact on loans of banks world-
wide. In Europe, for example, generous bank rescue operations were implemented to
counteract the serious threat of a negative spiral of an increasing number of banks
having solvency problems. Since banks had solvency problems they were very reluc-
tant to provide new loans for any risky investment (that included lending to each
other). For that reason governments also engaged in recovery programs. The Euro-
zone crisis has its roots back in the 1990’s . In that time the deregulation of financial
markets (enhancing too much and/or bad private and government loans) was initi-
ated and, together with a bad monitoring of government debt by the European Union,
this led to an increase of government debt in, for example, Greece. Since there was
a distrust in financial markets whether Greece would be able to meet its future obli-
gations in 2009 and the European Central Bank (ECB) was forbidden by the Lisbon
treaty to buy bonds of its member states, the Greek could not refinance their debts
and the Eurozone crisis occurred. Not completely accidently, this happened at the time
Europe was just recovering from the US-induced financial crisis. Due to the solvency
problems of private banks!, the ECB regulations and the fact that debts in the north-
ern EU countries were also beyond the limits set by the European Monetary Union
(EMU) treaty, particularly, in Greece, Italy, Portugal, Spain, and Ireland a period of
hard budget constraints and belt-tightening has set in, that reverses the growth pat-
terns of the past. The experience of the great depression in the 1930’s shows that it is
questionable whether in this way the debt ratio of these countries will improve and
that the social consequences of such policies can be quite severe. For that reason Arti-
cle 103 of the Maastricht Treaty that explicitly rules out member state liability for the
debts of other EMU member countries is now under revision. The European Union
that has intervened from mid 2010 onwards with sometimes rather hastily constructed
rescue packages is bracing now for a major reform of the European economic gov-
ernance system, attempting to blend solidarity with market discipline. This should
also become visible in the ECB’s regulations concerning the buying/selling of mem-
ber states’s bonds. European banks used to finance a large part of economic activities
worldwide. From a world wide economic growth perspective it is therefore important
to find a solution for their solvency problems so that European banks can take on this
job again.

For the nearby future another problem is the structural trade deficit of the United
States versus the trade surplus of China, together with the increasing US deficit. In the
long end this situation is not sustainable. The standard way out of this would be for the
United States either to devaluate the dollar and/or to decrease the rate of consumption,
whereas China should increase the value of the yuan and/or increase its rate of con-
sumption. Given these conditions and (a further expected) increase of the debt ratio
in the United States may, however, result in investors to demand higher interest rates
since they anticipate a dollar depreciation. Paying these higher interest rates may slow
down domestic US growth again.
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So, the general perception is that the main economic growth stimulus in the nearby
future is to come from the new developing countries like China and Brazil.

7.2.2.2 GDP versus Quality of Life

A confusion that frequently occurs in people’s mind is that maximization of economic
growth is synonymous with maximization of quality of life (QOL). In fact, economic
growth (standard of living/economic wealth/GDP) is just one entry of QOL. QOL
has many more entries like, for example, the built environment, physical and men-
tal health, education, recreation and leisure time, and social belonging (Gregory and
Johnston (2009)). Probably confusion arises since, often, by using additional money
the value of an entry of QOL can be increased. This additional amount of money is
then aligned with the additional value of the entry. But, clearly, every entry of QOL has
its own dimension and scale of measurement. So, in fact, the above statement of maxi-
mizing QOL does not make any sense. Looking for solutions that cannot be improved
simultaneously by a better use of the inputs (like, e.g., money) is then all one can do.
Usually there is more than one QOL vector satisfying this property. It remains then to
the decision maker to choose somehow one solution from this set. This was already
formalized by the Italian economist/sociologist Pareto at the end of the 19th century
(Pareto (1896)). Notice that increasing the value of one entry of QOL may sometimes
have a positive effect on some other entries (positive externalities) too but also, on the
contrary, sometimes have a negative effect on some other entries (negative external-
ities). For instance, if unemployment decreases probably not only GDP increases but
also social belonging may increase; in case unemployment decreases the recreation and
leisure time decreases too.

In particular one should keep in mind that improving the standard of living may
sometimes have quite a large negative impact on other entries of QOL, like environ-
ment, recreation, and leisure time. A fact that often is under exposed, particularly
in those situations where the standard of living is already high. So, using additional
money/input just to improve the standard of living probably does not lead in those
cases to a better (let alone optimal) Pareto solution. Or, stated differently, a complete
fixation on increasing the standard of living will, usually, not yield a Pareto efficient
point within the set of QOL vectors.

Since thinking in more dimensional terms is difficult there have been formu-
lated functions of QOL like, for example, the Human Development Index (HDI), to
compare living standards in different countries.

To be able to shrink, or even make a specific choice within, the set of Pareto effi-
cient points additional preference information of the involved person is required. This,
however, presumes that QOL variables can somehow be quantified. To measure QOL
variables and compare them is not a trivial job. Most of them are measured in different
units. To make them comparable one can normalize these numbers by, for example,
division by the goal target value of the corresponding objective (hence turning all
deviations into percentages) or division by the range of the corresponding objective
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(between the best and the worst possible values, hence mapping all deviations onto a
zero to one range). But notice that the effect of this normalization is just that to each
variable a real number is attached. How to value the distance between these numbers
for variables relative to each other is then still another issue that has to be tackled. Pro-
vided with a measure of QOL variables would probably better inform a decision maker
about the choices and the directions where to go.

7.2.2.3 (Socio)Economic Factors Affecting (Macro)Economic Behavior

Every human being has one certainty, namely that he will die (at least physically). Time
and what happens after that are uncertain. To cope with this uncertainty is not an easy
job. Probably this, together with his instinct to survive, is a drive that makes that (see
also Seabright (2010)) humans look for new challenges (that maybe could lead to at
least a partial answer to the uncertainties); they look for (at least some) rest points
during their life time; they act according to their own individual preferences, without
regard for the consequences of this for the group as a whole; their willingness to repay
kindness with kindness and betrayal with revenge; and they show short run behavior.
This might clarify, for example, the constant drive to change things; herding behavior
by people and the current level of international economic integration. Herding behav-
ior is explained from this by the observation that joining a group is a relatively mentally
easy job, furthermore it makes the chance that you are doing things wrong small, and
if things are wrong, you have the certainty that you are not the only one who went the
wrong way. In economics this herding behavior is cleverly manipulated by, for example,
the fashion industry.

Seabright explains the current level of international economic integration in
Seabright (2010) from the optimizing human behavior’s point of view. To clarify his
point of view we first recall some other basic facts of life, that is, in order to live one
has to eat. To eat one has to grow food. To grow food one has to seed, work on the
crop and harvest. This can be done either in isolation or in cooperation with others.
Seabright points out three fundamental advantages (and their mutual accumulating
effects) that may occur due to cooperation. That is, (1) higher levels of specialization
(and as a result production levels); (2) reduction of individual risks and uncertainty
from unpredictable adverse outcomes; and (3) an increase in the speed of accumulation
of knowledge and technological change. According Seabright (see also Berg (2010)) the
current setting of international economic integration might be explained by human
beings’ optimization drive to exploit these advantages and could be established due
to humans’ exceptional capacity to engage in abstract reasoning. This enabled them
to design social and economic institutions based on trust that effectively enable total
strangers to behave routinely in a cooperative manner despite their instinctive fears of
exploitation and personal harm.
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7.2.2.4 Considerations about Some Growth Factors

A number of QOL variables, like environment, cannot be changed instantaneously.
They are determined by what happened “long” ago, where the phrase “long” can be
either years (litter), decades (CO, emissions), centuries or even millennia (nuclear
waste). Clearly we cannot judge whether and how these QOL variables will be
valued by future generations, or whether future generations will be able to affect
these variables at short notice. The short run and optimizing behavior makes that
there is a constant pressure not to worry too much about these variables in the
future.

Another consequence of optimizing behavior is that if people have a longer-term
view of life this longer time perspective enhances investment, innovation, and learn-
ing, as all of these activities require some form of short-run sacrifice in exchange for
potential future gains.

From an economic point of view, the opportunity cost of global poverty are high
due to missed potential contribution to the economic process, migration cost, cost
from (prevention of) terrorism, and potential destabilization cost of social networks in
developed countries. So an important issue is how to improve on this situation. Prob-
ably most human beings would like to assist (everyone in his own way) to help people
out of their misery if they cannot be blamed they got into it. The past sad African
experience where on a regular basis aid has been provided followed by civil wars again,
however, gives people the impression they contribute to a vicious circle. Maybe a way
out of this circle is to make aid conditional on progress that has been made on previ-
ous projects aimed at welfare improvement (“stepped lending”). Furthermore it may
be wise to let countries come up with proposals themselves. This, because they can
better judge the local situation. Furthermore, in this way it makes them better account-
able for the projects and it makes it possible to better coordinate the help among
potential providers. Some main starting points to improve QOL variables in devel-
oping countries are clean water supply, sanitation, basic health care, education, and
building an infrastructure (including a formal and informal (like a stepped lending
microfinancing) economic infrastructure).

Free trade is the perfect solution in a perfect world, since everybody can spe-
cialize on those issues at that he is best. This creates dependency amongst people
and people must therefore be able to trust each other. Particularly in stressful sit-
uations. However, most people want to be able to take their own decisions, to
control their own life, and have the natural reaction to choose for their own inter-
est first in stress situations. Consequently, in a non-perfect world with many stress
situations, for aggregations of people grouped into countries free trade is proba-
bly not optimal from their welfare point of view (for simplicity we identify welfare
here with the set of QOL variables). Particularly concerning some basic living condi-
tions (agricultural, energy, security) point of view, the situation where they are up
to (at least) some level self supporting seems to be more comfortable and welfare
improving.
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As previously mentioned, reducing the level of unemployment usually not only
positively affects GDP but impacts other entries of QOL too. In case there is large
unemployment due to a saturated economy, there are two possibilities to deal with
this. One way is to divide the work more equally among everyone. This implies that the
employed people would have to substitute income for leisure time. In case this option is
not feasible/disliked this option seems to be not welfare improving and there is clearly
a need for new employment initiatives. In those situations it seems good to look for
initiatives that could improve QOL on other than GDP variables as well. Within the
current context of a potential drastic climate change, one could think, for example, of
initiatives that make a better use of/find substitutes for current energy or to invest in
new infrastructure to deal with changed weather conditions.

Ideally this should be financed from saved budgets when economic times are fine.
This requires a strict execution of policy rules in economic good times. Unfortunately,
as the Euro crises illustrates, this is not always as easy as it looks like. Particularly if
there are no strict sanctioned policy rules there are always people/countries who want
to have their dinner paid by their neighbor. Moreover in most of the cases politicians
are driven by election scores that depend on public opinion. Again, since many peo-
ple like to have their dinner paid by their neighbor, and the government is presumed
to be one of them, there is a constant pressure on politicians to spend at least all of
the government budget. Given all these considerations it seems good to reflect on the
establishment of funds like, for example, a recession unemployment fund, governed by
some independent institution, that is fed by a fixed percentage of economic growth of
government income during good times and that conducts the afore mentioned unem-
ployment policy during recession times. Given such a fixed policy rule there is maybe
some automatism to reintegrate unemployed people into the economic process again
mitigating the negative effects of large unemployment.

Debt in one country are assets for another party. In case those parties doubt whether
the country will meet its future obligations and the central bank of the country does
not want to provide the government with additional money too to finance the debt the
government has to find other political unpopular ways (like raising taxes, cutting social
security funds, privatizing publicly owned undertaking). If a country has large foreign
debts and a large number of privatized undertaking are owned by foreign companies it
will be difficult for a government to conduct a private economic policy. The economy
of the country is out of its government control, that usually is disliked by the people for
reasons mentioned earlier. This may lead to stress between countries, usually, resulting
in a worse realization of welfare in both countries.

7.2.3 Considerations about Macroeconomics of
Climate Change

An increase in global temperature will cause sea levels to rise and will change the
amount and pattern of precipitation. Warming is expected to be strongest in the Arctic
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and implies a continuing retreat of glaciers, permafrost and sea ice. Other likely effects
of the warming include more frequent occurrence of extreme weather events includ-
ing heatwaves, droughts and heavy rainfall events, expansion of subtropical deserts,
changes in flora and fauna, and changes in agricultural yields. Warming and related
changes will vary from region to region around the globe, with projections being more
robust in some areas than others (see IPCC reports). The IPCC reports show that not
all countries are hit in the same way. In fact some countries may incur better environ-
mental living conditions. According to reports the Northern Hemisphere in particular
will incur the largest rises in temperatures.

So there are large changes to be expected in important QOL variables if temperature
increases by some degrees. As previously mentioned, according the IPCC reports an
increase of 1.5°C will occur with a probability of 90% if a doubling (compared to its
value in the year 2000) or more of CO; concentration occurs.

Going through the scientific literature it is striking to see that there are relatively few
papers dealing with the impact of climate change on economics. Tol (2010) provides
in Tol (2010) a literature review. Based on a partial assessment of some important
variables (agriculture and forestry, water resources, coastal zones, energy consump-
tion, health) his main findings are that, although climate change has both positive and
negative effects, the negative effects dominate. In particular when temperature rises
by more than 1°C. He reports, for example, that an increase of temperature by 2.5°C
will have an estimated negative impact on global GDP of —1%. The corresponding
95% confidence interval is, however, ranging from +4% to —11%. In his overview Tol
also mentions a number of variables that have not been considered in the analysis and
a number of other shortcomings/points that need additional research. However, his
impression is that all these points will not reverse the direction of the line of outcome.
A second conclusion is that climate change primarily impacts poorer countries, and
poverty is one of the main causes for this vulnerability.

Since the risks worldwide associated with the option to do nothing can be quite
large, whereas the costs involved with an “overly ambitious” policy are moderate (one
can always reverse these policies, if needed) it seems from a risk management point
of view for the developed countries best to try to reduce GHG emissions substantially
within a not too long time span. Since, also due to an increasing population’s demand,
fossils are getting more and more scarce, it seems also from a long-term energy sup-
ply point of view good for them to look for GHG friendly energy. The perspective
that they might be self-supporting with respect to the supply of energy to a certain
extent will probably also have a positive effect on the engagement in “green energy”
(and technology). Furthermore the potential smaller loss in value of a number of QOL
variables might outweigh the potential drop in increase of GDP. Clearly, the more self-
supporting a developed country is projected to be w.r.t. its supply of energy, the less
risks it experiences.

It is expected that developing countries will be hit the hardest if temperature
increases. This, since they are more exposed to the most additional dangerous con-
sequences of changes in precipitation patterns, rising sea levels, and more frequent
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weather-related disasters posed risks for agriculture, food, water supplies and health.
This assessment is confirmed by Tol’s review, where one of his conclusions is that
climate change primarily impacts poorer countries, and poverty is one of the main
causes for this vulnerability. So poorer countries seem to be trapped. A climate pol-
icy that negatively affects economic development may harm them most, whereas a
development policy aiming to improve living standards using conventional production
technologies may drastically increase CO, emissions leading to a probably additional
increase of temperature. From the developing aid providing countries’ point of view
it is to be expected that they will condition economic aid on whether poor countries
pursue CO; emission friendly policies. This is illustrated, for example by the request
in 2005 of the industrialized G-8 countries who asked the World Bank to develop a
plan for more investments in clean energy in the developing world, in cooperation
with other international financial institutions. According the 2010 edition of the World
Development Report of the World Bank (2010) there is now a focus on development in
a changing climate. Climate change adaptation considerations are being integrated into
Country Assistance Strategies. The bank is also piloting innovative climate risk insur-
ance possibilities to help countries integrate disaster planning into their development
strategies. An increasing interest in trying to improve the identification, quantifica-
tion, pricing, and mitigation of the risks involved is also shown by large insurance
companies (see, e.g., Allianz (2010)).

A number of the new industrializing countries like Russia and Brazil are projected
to be major providers of fossil fuel energy over the coming decades (WEO (2011)). So
they may expect a substantial increase in GDP that potentially can lever a substantial
increase of various other QOL variables too.

So, we may conclude that different types of countries have different perceptions
about the need to engage in “green energy/technology”.

7.3 WHAT Is (DyNaMIc) GAME THEORY ABOUT?

Game theory studies the interactive decision-making process between persons (or
more abstract: decision-making entities) with (at least partial) conflicting interests in
situations where decisions by one person affect the decision made by another person.
This decision making can be done in either a cooperative setting or a non cooperative
setting. It is used to describe, predict, explain, and enforce desired behavior.

Most research in game theory has been done on, so-called, static games (see e.g.,
Osborne and Rubinstein (1994) or Osborne (2004) for an elementary introduction).
In static games one concentrates on the normal form of a game. In this form all possi-
ble sequences of decisions of each player are set out against each other. So, for example,
for a two-player game this results in a matrix structure. The information agents have
about the game is crucial for the outcome of the decision making. A distinction is
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made between complete and incomplete information games. In a complete informa-
tion game, agents know not only their own payoffs, but also the payoffs and strategies
of all the other agents. Characteristic for a static game is that it takes place in one
moment of time: all players make their choice once and simultaneously and, dependent
on the choices made, each player receives his payoff. In such a formulation important
issues such as the order of play in the decision process, information available to the
players at the time of their decisions, and the evolution of the game are suppressed,
and this is the reason why this branch of game theory is usually classified as “static.”

To capture information aspects in a static game one uses the so-called extensive form
of the game. Basically this involves a tree structure with several nodes and branches,
providing an explicit description of the order of play and the information available to
each agent at the time of his decision. In case at least one of the agents has an infinite
number of actions to choose from it is impossible to use the tree structure to describe
the game. In those cases the extensive form involves the description of the evolution of
the underlying decision process using a set of difference or differential equations.

Games in which a noncooperative static game is played repeatedly are known as
repeated games. Aumann and Maschler (1995) studies repeated games with incomplete
information. Formally the basic model here is a finite family of games with an initial
probability that determines that one of these games will be played. In this set-up, after
each stage, the players receive information on their opponents’ moves and/or on the
game chosen.

In case the agent’s act in a dynamic environment, strategic behavior and interde-
pendencies over time play a crucial role and need to be properly specified before one
can infer what the outcome of the game will be. This is typically the case in macroeco-
nomic modeling. Games dealing with these aspects are called dynamic games. Dynamic
game theory brings together four features that are key to many situations in econ-
omy, ecology, and elsewhere: optimizing behavior, presence of multiple agents/players,
enduring consequences of decisions, and robustness with respect to variability in the
environment.

To deal with problems bearing these four features the dynamic game theory
methodology splits the modeling of the problem into three parts.

One part is the modeling of the environment in that the agents act. To obtain a math-
ematical model of the agents’ environment, usually a set of differential or difference
equations is specified describing the change over time of the set of variables of interest
(usually represented in one vector the, so-called, state vector of the considered system).
These equations are assumed to capture the main (dynamical) features of the environ-
ment. A characteristic property of this specification is that these dynamic equations
mostly contain a set of so-called “input” functions. These input functions model the
effect of the actions taken by the agents on the environment during the course of the
game. In particular, by viewing “nature” as a separate player in the game who can
choose an input functional that works against the other player(s) one can model worst
case scenarios and, consequently, analyze the robustness of the “undisturbed” game
solution.
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A second part is the modeling of the agents’ objectives. Usually the agents’ objectives
are formalized as cost/utility functionals that have to be minimized. Since this mini-
mization has to be performed subject to the specified dynamic model of the environ-
ment, techniques developed in optimal control theory play an important role in solving
dynamic
games.

The third part is then the formalization of the the order of play in the decision
process and information available to the players at the time of their decisions (so, in
particular, will learning take place over time).

A branch of dynamic games that is frequently analyzed in the literature is where
the system dynamics are modeled by a set of differential equations, the so-called
differential games. But many other mathematical models to describe systems that
change over time (or sequentially) such as, for example, difference equations, par-
tial differential equations, differential and algebraic equations, time-delay equations
where either stochastic uncertainty is added or not, are considered too. All of these
give rise to different classes of dynamic games that have their own specific model
features.

To realize his objective an agent can either cooperate with one or more agents
in the game or not. In case all agents cooperate we speak about a coopera-
tive game. In case none of the agents cooperates with someone else the game is
called a noncooperative game. The intermediate case that groups of agents cooper-
ate in coalitions against each other in a noncooperative way is called a coalitional
game.

In some situations where agents cooperate it is possible that agents can transfer
(part of) their revenues/cost to another agent. If this is the case the game is called a
transferable utility (TU) game. Otherwise it is called a nontransferable utility (NTU)
game.

An important issue that affects the outcome of the game is the organiza-
tion of the decision-making process. In case there is one agent who has a
leading position in the decision-making process the game is called a Hierar-
chical or Stackelberg game (after H. von Stackelberg (1934)). So in this case
there is a vertical structure in the decision-making process. In case there
does not exist such a dependency we talk about a horizontal decision-making
structure.

Two popular decision rules in dynamic games are the so-called open-loop
and feedback strategy. In the open-loop strategy players determine their plans
for the entire planning horizon of the game at the start of the game. Next
they submit these plans to some authority, who then enforces these plans as
binding commitments for the whole planning period. If feedback strategies are
used it is assumed that players determine their actions at any point in time
as a function of the state of the system at that time. This strategy sets out
of course that players can actually implement this strategy at every point in
time.
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7.3.1 Choice of Actions

From the previous section it will be clear that the actions played by the agents in a
dynamic game depend on the coordination structure, organizational structure, infor-
mation structure and decision rule (or strategy) followed by the agents. Assuming that
every agent likes to minimize his cost the problem as stated so far, however, is not
well defined yet. Depending on the coordination structure and organizational structure
different solution concepts can be considered.

If a static noncooperative game is played repeatedly, the notion of mixed strategies
is often used. In a mixed strategy the agents choose their actions based on a probability
distribution. The probability distribution chosen by the agents might be such that, for
example, their average value of the game is optimized.

In a Stackelberg game (see, e.g., He et al. (2007) for a review of its use in supply chain
and marketing models) it is assumed that the leader announces his decision uj, that is
subsequently made known to the other player, the follower. With this knowledge, the
follower chooses his decision ur by minimizing his cost for this choice of ur. So, the
optimal reaction of the follower ur is a function of uy. The leader takes this optimal
reaction function of the follower into account to determine his action as the argu-
ment that minimizes his cost J; (¢, ur(ur)). Notice that in this solution concept it is
assumed that the leader has a complete knowledge about the follower’s preferences and
strategy. Other solution concepts have been studied too, such as, for example, the so-
called inverse Stackelberg equilibrium, where the leader does not announce his action
ur, but his reaction function y (ur). This concept can be used to enforce by the leader
a desired behavior of the follower (see Olsder (2009),0lsder (2009)). Closely related to
this are games of mechanism design in, so-called, Bayesian games (i.e., games in that
information about the other players payoffs is incomplete see, e.g., Myerson (2008)).
Within these kinds of games there is a leader who chooses the payoff structure of the
game. The idea is that this leader sets the rules so as to motivate followers to disclose
private information (see also Salanie (2002)). Consistent conjectural variations equi-
libria are equilibria that can be viewed as “double sided Stackelberg” equilibria. Here it
is assumed that both players conjecture a reaction function y;(u;) of their opponent in
function of their own decision. If the resulting best responses #; and conjectured reac-
tions coincide these responses are called a consistent conjectural variations equilibrium
(see Basar and Olsder (1999) or Figuieres (2004)).

In a noncooperative game one of the most frequent used solutions is the Nash
equilibrium. As the name suggests, this is an equilibrium concept. It is assumed that
ultimately those actions will be played by the agents that have the property that none
of the agents can unilaterally improve by playing a different action. One of the main ref-
erences that documents the theoretical developments on this issue in dynamic games
is the seminal book Basar and Olsder (1999). Furthermore, uncertainty can be dealt
within this framework by assuming that the player “nature” always selects a worst-case
scenario (see, e.g., Basar and Bernhard (1995), Kun (2001), Broek, et al. (2003), Engw-
erda (2005) and Azevedo-Perdicolis and Jank (2011)). Another minimax approach to
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model uncertainty that has been used in finance are so-called interval models (Bern-
hard, et al. (2012)). Here it is assumed that a compact set is known that contains the
new state vector. Furthermore, in case one views uncertainty as some separate vector
entering the system, approaches to isolate this “disturbance” in a multiplayer context
have been formulated in, for example, Broek and Schumacher (2000).

Since the Nash equilibrium is an equilibrium concept, in many applications an
important issue is how this equilibrium is attained. Two of the approaches that try
to answer this question, particularly in the context with a large number of agents, are
evolutionary game theory and coordination games. Using, for example, learning mod-
els they try to predict the road toward the equilibrium (see, for example, Fudenberg
and Levine (1998), Hart (2005), Sandholm (2010), Chasparis and Shamma (2012)).

In a cooperative setting it seems reasonable to look for those combinations of control
actions that have the property that the resulting cost incurred by the different players
cannot be improved for all players simultaneously by choosing a different set of con-
trol actions. Formally, a set of control actions i is called Pareto efficient if the set of
inequalities Ji(u) < Ji(i1), i=1,---, N, where at least one of the inequalities is strict,
does not allow for any solution u € U. The corresponding point (J; (), -+, n(it)) is
called a Pareto solution. Usually there is more than one Pareto solution. The set of all
Pareto solutions is called the Pareto frontier. In particular this implies that this Pareto
efficiency concept in general does not suffice to conclude that action is optimal for an
agent in a cooperative setting.

In a NTU game the cost of the agents are fixed once the actions of the agents are
fixed. So, the question is then that point is reasonable to select on the Pareto frontier.
Bargaining theory may help then to select a point on the Pareto frontier.

Bargaining theory has its origin in two papers by Nash (1950) and Nash (1953).
In these papers a bargaining problem is defined as a situation in that two (or more)
individuals or organizations have to agree on the choice of one specific alternative from
a set of alternatives available to them, while having conflicting interests over this set of
alternatives. Nash proposes in Nash (1953) two different approaches to the bargaining
problem, namely the axiomatic and the strategic approach. The axiomatic approach
lists a number of desirable properties the solution must have, called the axioms. The
strategic approach, on the other hand, sets out a particular bargaining procedure and
asks what outcomes would result from rational behavior by the individual players.

So, bargaining theory deals with the situation in that players can realize—through
cooperation—other (and better) outcomes than the one that becomes effective when
they do not cooperate. This noncooperative outcome is called the threatpoint. The
question is to that outcome the players may possibly agree.

In Figure 7.1 a typical bargaining game is sketched. The ellipse marks out the set of
possible outcomes, the feasible set S, of the game. The point d is the threatpoint. The
edge P is the Pareto frontier.

Three well-known solutions are the Nash bargaining solution, N, the Kalai-
Smorodinsky solution, K, and the Egalitarian solution, E. The Nash bargaining solution
selects the point of S at that the product of utility gains from d is maximal. The Kalai-
Smorodinsky solution divides utility gains from the threatpoint proportional to the
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FIGURE 7.1 The bargaining game.

player’s most optimistic expectations, I. For each agent, the most optimistic expecta-
tion is defined as the lowest cost he can attain in the feasible set subject to the constraint
that no agent incurs a cost higher than his coordinate of the threatpoint. Finally, the
Egalitarian solution represents the idea that gains should be equal divided between the
players. For more background and other axiomatic bargaining solutions we refer to
Thomson (1994).

In transferable utility games it may happen that it is less clear-cut how the gains of
cooperation should be divided. Consider, for example, the case that agents are involved
in a joint project and the joint benefits of this cooperation have to be shared. In those
cases an agreement in the cooperative dynamic game, or solution of the cooperative
dynamic game, involves both an agreement on the allocation rule and an agreement
on the set of strategies/controls. Again, in this case the allocation rule is required to
be individually rational in the sense that no agent should be worse off than before his
decision to cooperate.

In differential games an important issue is then at what point in time the “payments”
occur. Is this at the beginning of the planning horizon of the game, at the end of the
planning horizon of the game, at some a priori determined fixed points in time of the
game, or is every agent paid continuously during the length of the game? Particularly
in the last case it seems reasonable to demand from the allocation rule that it is con-
sistent over time. That is, the allocation rule is such that the allocation at any point in
time is optimal for the remaining part of the game? along the optimal state trajectory.
So in particular at any point in time the payment should be individually rational for
every player. An allocation rule that has this property is called subgame-consistent.
Of course in a dynamic cooperative game not only the payment allocation rule is
important but, like for all dynamic games, also the time-consistency of the strategies
is important from a robustness point of view. A solution is called subgame-consistent



TOOLS FROM DIFFERENTIAL GAMES 157

if the allocation rule is subgame-consistent and the cooperative strategies are strongly
time consistent. Yeung and Petrosyan (2006) give a rigorous framework for the study
of subgame-consistent solutions in cooperative stochastic differential games (see also
Yeung (2011) for an extension of this theory).

7.3.2 Coalitional Games

The bargaining approach presented in the previous section does not consider the for-
mation of coalitions. In the presence of nonbinding agreements, even if the players
agree on a cooperative outcome, situations arise where the grand coalition could break
down. Classical coalitional games are casted in characteristic function form. When the
utilities are transferable a characteristic function v(.) assigns to every coalition a real
number (worth), representing the total payoff of this coalition of players when they
cooperate. Stated differently, it denotes the power structure of the game, that is, the
players in a coalition collectively demand a payoff v(S) to stay in the grand coalition.
In the bargaining problem the coordinates of the threat point d; represent the pay-
off each player receives by acting on their own. Similarly v(S) represents the collective
payoff that a coalition S C N can receive when the left out players in the coalition
N\S act against S. In a nontransferable utility setting, however, two distinct set valued
characteristic functions have been proposed, see Aumann (1961), as the & and 8 char-
acteristic functions. The main difference originates from the functional rules used in
deriving them from the normal form game.

Under the @ notion, the characteristic function indicates those payoffs that coalition
S can secure for its members even if the left out players in N\S strive to act against S.
Here, players in S first announce their joint correlated strategy before the joint corre-
lated strategy of the players in N\S is chosen. So, this is an assurable representation.
Under the 8 notion, the characteristic function indicates those payoffs that the left out
players in N\S cannot prevent S from getting. Here, players in S choose their joint cor-
related strategy after the joint correlated strategy of the players in N\S is announced.
So, this is an unpreventable representation.

An imputation is a set of allocations that are individually rational, that is, every
allocation is such that it guarantees the involved player a payoff more than what he
could achieve on his own. A set of allocations is in the core when it is coalitionally
rational. That is, the core consists of those imputations for that no coalition would
be better off if it would separate itself and get its coalitional worth. Or, stated differ-
ently, a set of allocations belongs to the core if there is no incentive to any coalition
to break off from the grand coalition. Clearly, the core is a subset of the Pareto
frontier. The core is obtained by solving a linear programming problem. It can be
empty. There are other solution concepts based on axioms such as Shapley value and
nucleolus.
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(Endogenous) coalition formation theory studies rules (like coalition membership,
voting, structure of the negotiation process) of coalition formation. These rules can be
interpreted as different institutional designs where the negotiations take place. Differ-
ent rules will generally lead to different equilibrium coalition structures. The phrase
equilibrium within this context means, for example, that no player can increase his
payoff unilaterally by joining a different coalition. In particular, the effect of the rules
on the efficiency of the resulting equilibrium coalition structure is analyzed (see, e.g.,
Bloch (1997), Carraro (1999), Finus (2005), Plasmans et al. (2006), Ray (2008)).

The cooperative solutions mentioned above are static concepts. Introducing dynam-
ics in a coalitional setting raises new conceptual questions. It is not straightforward as
to how one can extend the classical definition of core in a dynamic setting since there
exist many notions of a profitable deviation. As a result, a unifying theory of dynamic
coalitional games, at present, seems too ambitious. However, intuitively, in this context
one expects the definition of core should capture those situations in that at each stage
the grand coalition is formed no coalition has a profitable deviation, that is, dynamic
stability, taking into account the possibility of future profitable deviations of subcoali-
tions. In an environment with nonbinding agreements only self-enforcing allocations
are deemed to be stable. The main difference between static and dynamic setting is the
credibility Ray (2008) of a deviation. A deviation of a coalition S is credible if there
is no incentive for a subcoalition T C S to deviate from S. The set of deviations and
credible deviations coincide for a static game but differ in a dynamic setting. Kranich
et al. (2005) suggest new formulations of the core in dynamic cooperative games using
credible deviations. For instance, if one makes an assumption that once a coalition
deviates players cannot return to cooperation later, results in a core concept called
strong sequential core. This allows for further splitting of the deviating coalition in the
future. They also introduce a notion of weak sequential core that is a set of allocations
for the grand coalition from that no coalition has ever a credible deviation. See, Habis
(2011) for more details.

We review some work done toward extending the idea of a core in a differential
game setting. Haurie (1975) constructs an « characteristic function assuming the
behavior of left out players is modeled as unknown bounded disturbances. Using this
construction he introduces in Haurie and Delfour (1974) collectively rational Pareto-
optimal trajectories with an intent to extend the concept of core to dynamic multistage
games. Analogously, a Pareto equilibrium is called collectively optimal (C-optimal)
when, at any stage, no coalition of a subset of the decision-makers can assure each
of its members a higher gain than what he can get by full cooperation with all the
other decision-makers. It is shown that if the game evolves on these trajectories any
coalition does not have an incentive to deviate from the grand coalition in the later
stages.

Time consistency, as introduced by Petrosjan et al. (2005), in a dynamic cooperative
game means that when the game evolves along the cooperative trajectory generated by
a solution concept (that can be any solution concept such as core, Shapley value, and
nucleolus) then no player has an incentive to deviate from the actions prescribed by
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that solution. The notion of strong sequential core introduced in Kranich et al. (2005)
is the same as time consistency. Zaccour (2003) studies the computational aspects of
characteristic functions for linear state differential games. Evaluation of the character-
istic function involves 2V — 2 equilibrium problems and one optimization problem (for
the grand coalition), that is computationally expensive with a large number of players.
Therefore, instead, they propose an approach by optimizing the joint strategies of the
coalition players while the left out players use their Nash equilibrium strategies. This
modification involves solving one equilibrium problem and 2 — 2 optimization prob-
lems. Further, they characterize a class of games where this modified approach provides
the same characteristic function values.

Assuming that players at each period/instant of time consider alternatives “coop-
erate” and “do not cooperate,” Klompstra (1992) studies a linear quadratic differ-
ential game. It is shown that for a three-player game, there exists time-dependent
switching between different modes, namely the grand coalition, formation of sub-
coalitions, and total noncooperation. Assuming similar behavior of players, that
is, to “cooperate” or “do not cooperate” at each time instant, Germain et al.
(2003) introduce a rational expectations core concept. They use the y charac-
teristic function Chander and Tulkens (1997) where the left out players act indi-
vidually against the coalition instead of forming a counter coalition. They show,
using an environmental pollution game, that if each period of time players show
interest in continued cooperation then, based on the rational expectations crite-
rion, there exists a transfer scheme that induces core-theoretic cooperation at each
period of time. Recently, Jorgensen (2010) studies a differential game of waste man-
agement and proposes a transfer scheme that sustains intertemporal core-theoretic
cooperation.

7.3.3 Decentralization

In a cooperative setting, agents coordinate their strategies and it is not always fea-
sible to maintain communication to implement their coordinated actions. Further,
problems can arise due to lack of stability in the cooperative agreement. Threats and
deterrence are some of the common stability inducing mechanisms used to enforce
cooperation, such as, for instance, trigger strategies where a player using a trigger
strategy initially cooperates but punishes the opponent if a certain level of defection
(i.e., the trigger) is observed. In the context of differential games, see Section 6.2 of
Dockner et al. (2000) for more details on such strategies. In his seminal paper, Rosen
(1965) introduces a concept of normalized equilibrium that deals with a class of non-
cooperative games in that the constraints as well as the payoffs may depend on the
strategies of all players. Using this approach Tidball and Zaccour (2009) show in a
static game that a cooperative solution can be attained by a suitable choice of the
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normalized equilibrium. Further, they show, in a dynamic context, that only by intro-
ducing a tax mechanism it is possible to attain cooperation in a decentralized manner.
Rosenthal (1973) introduced a class of games that admit pure strategy Nash equilib-
ria, that were later studied in a more general setting by Monderer and Shapley (1996)
as potential games. A strategic game is a potential game if it admits a potential func-
tion. A potential function is a real valued function, defined globally on the strategies
of the players, such that its local optimizers are precisely the equilibria of the game.
So, these games enable the use of optimization methods to find equilibria in a game
instead of fixed point techniques. If, the social objective of the game coincides with the
potential function then we see that the social optimum can be implemented in a non-
cooperative manner. Dragone et al. (2009) present some preliminary work toward the
extension of potential games in a differential game setting and study games that arise in
advertising.

7.4 DIFFERENTIAL GAMES AND
MACROECONOMICS OF CLIMATE CHANGE

7.4.1 An Illustration

In the previous chapter we flashed some major concepts used in game theory to
model situations with players that have different interests. In this section we indicate
how these concepts can be/have been used in modeling impacts of climate change on
macroeconomic developments. As a first simple illustration of a static single-act matrix
game consider the conflict of interest of the developed countries versus the new indus-
trialized countries on the implementation speed of green energy production. Table 7.1
provides some fictive numbers representing a measure of realized QOL variables using
either a laissez faire (LF) (mainly use of fossil fuel) or a green orientated (GO) (more
use of “green energy”) strategy on a short (S, 5 years), medium (M, 15 years), and
longer (L, 30 years) horizon.

Table 7.1 Gains of LF versus Go strategy. First entries denote gains DC countries,
second entries denote gains NDC countries

S NDC M NDC M/L  NDC L NDC

DC GO LF DC GO LF DC GO LF DC GO LF
GO 10050 9560 GO 110,70 10575 GO 12095 11583 GO 130,700 120,87
LF 10555 11065 LF 11560 11578 LF 123,70 11682 LF 12575 117,85




TOOLS FROM DIFFERENTIAL GAMES 161

First consider the short horizon case. From the S table we see that if the policy of
the DC is GO, the best strategy for the NDC is LE. If the DC choose for LF, LF is also
the best strategy for the NDC. So the NDC will always choose for LF irrespective of
the DC’s choice. Therefore the equilibrium outcome will be LF for both the NDC and
DC countries. This equilibrium is enforced by the NDC’s choice. For the long horizon
case things are reversed. Here the equilibrium GO is chosen by both the NDC and DC
countries and is enforced by the DC countries because irrespective of the choice of the
NDC’s choice the DC countries choose for the GO option. In the intermediate horizon
case both the DC and NDC choose the LF strategy.

We also included a situation M/L that might occur in between the medium and long
horizon case. In that case we see that the DC countries always choose for LF, with as a
consequence that the NDC will choose for that option too. This solution is, however,
suboptimal. If both the DC and NDC countries choose for GO they both can achieve a
better outcome. The reason why this does not occur is the lack of coordination (see also
Plasmans et al. (2006), where policy cooperation as a prisoners’ dilemma is described).
This example describes a case of pure discretionary coordination. The DC and NDC
countries decide on a case-by-case basis to internalize the economic externalities result-
ing from macroeconomic interdependence and each country may gain without giving
up anything of its sovereignty.

In the above example it was assumed that both DC and NDC countries could choose
from just two strategies, that is, GO or LE. A more realistic assumption is that they can
opt for any mix of both strategies too. In that case, assuming some fixed strategy is
played by the NDC countries, the DC can determine their optimal strategy (response)
given that choice. By considering all potential strategies from the NDC countries the
DC countries obtain then an optimal response set (reaction curve). In a similar way
the NDC countries arrive at their reaction curve. Figure 7.2 visualizes this case. On
the axis the policies, up and uy, of the DC and NDC countries are displaced. Each
combination of policies yields a realization (Qp, Qn) of the measure of QOL vari-
ables for both countries, like in Table 7.2. Indifference curves for policies yielding
the same value for the DC and NDC countries are drawn, respectively. Ip (In) rep-
resents the point at that the Qp (Qy) value for the DC (NDC) countries is maximal.
So, a curve further away from Ip (Iy) indicates a lower value for Qp (Qy). The non
cooperative equilibrium of the game is given by point N, where both reaction curves
intersect. Clearly in N both the DC and NDC countries have no incentive to devi-
ate from their policy. From the plot we see that by moving north east it is possible
to increase for both DC and NDC countries their Q; value. Pareto-efficient equilibria,
like point C, are represented by the contract curve Ip — Iy. All points on this curve
can be implemented as the result of a cooperative agreement. Of course, any of these
agreement should be binding since points as C are not located on the reaction curves.
So they imply an expost incentive for both the DC and NDC countries to deviate from
them.

We also indicated the Stackelberg solution S if the NDC countries are the leader.
Clearly for the NDC countries S is a better outcome than the N solution. Finally we
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Uy

FIGURE 7.2 Hamada’s diagram. N: Nash; S: Stackelberg (leader NDC); C: Cooperative solu-
tions; I;: Ideal point player i; R;: Reaction curve player i; yn(up): Optimal reaction function
Stackelberg leader NDC; Q; = c: indifference curves.

illustrated a reaction function for the NDC countries that would provide them with
their maximum Qy value at the point Iy.

As noticed above cooperation will become nonsustainable if countries do not stick
to their commitment and cheat by deviating in their policies from the agreed pol-
icy stance. The cooperation problem is closely related to the reputation issue and
the international institutional design like, for example, the existence of a suprana-
tional authority that enforces international cooperation agreements (see Plasmans
et al. (2006)). If countries face the same international coordination problem in the
future, that is, the game is repeated each period, it must be possible to achieve efficient
outcomes by a reputation mechanism. If a country comes to a decision node where
there is an incentive to renege on the cooperative outcome, such a cooperative agree-
ment will clearly lack credibility and rational policymakers will not enter into such
an agreement and, by symmetry, no cooperation is the outcome. The folk theorem
of repeated games stresses that even if countries have an incentive to renege they will
not do so because they fear to lose payoffs when other countries can punish them in
the subsequent periods. The reason why trigger strategies can support repeated games,
consistent with efficient policies, is that for each country the value of deviating from
the efficient policy in each period is outweighed by the discounted value of having effi-
cient policies played in the future. Therefore, for trigger strategies to work, payoffs in
the future must not be discounted too heavily. As suggested by the example, within
the current context of taking a decision whether and when to engage in more “green”
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(energy) production this may be an issue. If future realizations of QOL variables are
discounted, many of the future gains of engaging in an early “green” strategy might be
undervalued.

Another way to restore sustainability is to develop an incentive mechanism through
sanctions against reneging. If there are supranational institutions that can legally
enforce the coordinated solution, then policies will be credible. Such an institution
will reduce the likelihood that countries renege upon their commitments. The supra-
national enforcement implies a loss of sovereignty (see Canzoneri Henderson (1991))
in comparison with a sovereign policymaking process (with countries coordinating
on an agreed outcome and employing a trigger mechanism to enforce it). Other pros
and cons of institutionalized rule-based cooperation can be found, for example, in
Plasmans et al. (2006)[p.10].

More recently, the idea of issue linkage has been introduced as a device support-
ing cooperation. This is basically an agreement designed in which participants do not
negotiate on only one issue, but on two or more issues. The intuition is that by adopt-
ing cooperative behavior, some agents gain in a given issue, whereas other agents gain
in another. By linking the two issues, the agreement in that agents decide to cooperate
on both issues may become profitable to all of them. Issue linkage is a way to increase
cooperation on issues where the incentives to free ride are particularly strong. The goal
is to determine under that conditions players actually prefer to link the negotiations on
two different issues rather than negotiating on the two issues separately in the context
of endogenous coalition formation Carraro and Marchiori (2003).

7.4.2 Literature Review and Open Ends

Recently two review papers have been published that give a good impression of
what has been achieved the last few decades in modeling environmental and optimal
resource extraction problems within a (macro) economic setting using game theoretic
tools. We briefly indicate the subjects dealt with in these papers below. Readers can
consult then either one of both papers for references concerning their favorite subject.
We conclude this section by listing a number of subjects that need additional attention.

Jorgensen et al. (2010) provide a survey of the literature that utilizes dynamic
state-space games to formulate and analyze intertemporal, many decision-maker prob-
lems in the economics and management of pollution. In particular Jergensen (2010)
surveys the literature devoted to the analysis of various macroeconomic problems
using a dynamic game framework. Studies about the interaction between growth and
environmental problems, economic-environmental problems of climate change, the
effect of population growth and mitigation on macroeconomic policies, the use of
income transfers as a mechanism to improve environmental quality, and sustainable
development are reviewed.

Van Long (2011) provides a survey of the use of dynamic games in the exploita-
tion of renewable and exhaustible resources. It includes dynamic games at the industry
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level (oligopoly, cartel versus fringe, tragedy of the commons) and at the international
level (tariffs on exhaustible resources, fish wars, entry deterrence). Among other things,
international strategic issues involving the link between resource uses and transbound-
ary pollution, the design of taxation to ensure efficient outcomes under symmetric and
asymmetric information, and the rivalry among factions in countries where property
rights on natural resources are not well established are discussed. Outcomes under
Nash equilibria and Stackelberg equilibria are compared.

The general impression from the literature is that a great deal of work has been
done predominantly using an analytic approach. This has improved the understand-
ing of macroeconomic relationships in a strategic and dynamic setting. However, these
results are obtained under rather simplifying assumptions. This is an inherent property
of dealing with analytic models. Only models having a simple structure are tractable
(see Turnovsky (2011) for a discussion on the use of small macromodels). To present
dynamic games as a relevant decision support tool to better understand macroeco-
nomic processes and more in particular the consequences of climate change on it
requires still a lot of work. Extensions as well in the development of more analytic mod-
els, numerical simulation models, and dynamic game theory are required. In particular
it seems that not much progress has been made in developing numerical multicountry
dynamic macroeconomic simulation models that contain strategic elements to ana-
lyze potential effects of climate change on key macroeconomic variables (as have been
developed for studying macroeconomic policy problems elsewhere (see e.g., Behrens
and Neck (2007), Plasmans et al. (2006))). Some important topics that need further
attention are modeling more general environments of interaction; the integration of
learning dynamics, including intertemporal budget constraints; the endogeneization of
(energy) prices; and including demographic structures (in particular modeling popu-
lation growth and migration). Further issues concern the use of different information
structures by different players (e.g., different time horizons with different discount-
ing, different philosophies about common property resources) and the use of different
solution concepts. An important point is also to achieve a better understanding on
how uncertainty affects human response on, for example, their engagement in inno-
vation strategies. Finally there is a need to develop within this context further models
of dynamic decision making, enforcement rules, and satisficing strategies Bearden and
Connolly (2008).

7.5 CONCLUDING REMARKS

Modeling climate change is an intricate job that involves the modeling of many com-
plex processes that affect each other. Since quite a number of these processes are not
completely understood this brings on uncertainty if one uses models of these processes
to predict the future development of climate. The IPCC reports have been produced
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to reflect the current knowledge on this. Through its assessment reports, the IPCC has
gained enormous respect. However, as noticed in the IAC 2010 report IAC (2010), the
reports can be improved in particular w.r.t. the presentation of (uncertainty in) results.
Expecting that these key recommendations by the IAC will be taken into account one
just can hope that the 2013 IPCC report will provide a better insight into the various
involved uncertainties.

The historical development of human beings behavior (with optimizing behavior
w.r.t. a relatively short time horizon), the potential long-term effects of CO; increases
on temperature and the increase of a large number of people asking for energy will (at
some point in time) lead to an increase of demand for “green energy” by many coun-
tries. This due to the increase of (taxed) prices of fossil fuels and the desire to be more
independent w.r.t. its energy supply. This adaptation will most likely first be carried
out by the developed countries, since quite a number of the new developing countries
possess large amounts of fossil fuels, and therefore have a preference to use old fossil
fuel consuming production strategies, and the developing countries cannot pay this
investment. A positive aspect of such an adaptation is that it may give a boost to the
development of new technology. Since for the (new) developing countries the (much
less taxed) prices of fossil fuels are much lower they will continue using them, leading
to a boost of CO; emissions due to the large number of population involved. Given the
expected extension of life expectancy, population growth will perhaps stop. However,
such a scenario will take quite some years before it reaches a plateau and by that time
a huge increase of CO; emissions will have occurred. One way out of this trap seems
to make the developing countries use the “green energy” production technology too.
Given the vulnerability of poor countries for temperature rises and the help provided
by the developed countries, the implementation of such production technologies is
probably feasible in those countries. In particular there is a large potential for devel-
oping countries to cooperate with the developed countries in the realization of, for
example, more solar energy. However, the political instability of developing countries
is a serious obstacle here. So, from this perspective, the major problem seems whether
the developed countries and the newly industrialized countries can engage in a binding
settlement to switch toward societies that depend to a large extent on green energy pro-
duction. Two major questions here are, first, how countries can be supported in their
vast increasing demand for energy. Or, stated differently, how fast can the production
of green energy be increased? Second, countries such as Russia and Brazil are projected
to be a major provider of energy over the coming decades (WEO (2011)) and will prob-
ably experience growth rates in GDP that exceed those of the developed countries. The
question is how to compensate them for the involved short-term opportunity cost.

Can dynamic game theory contribute to the solution of these problems? We illus-
trated, using a fictive example, how dynamic game theory helps to better understand
the arising conflict situations. In particular the example illustrated that without any
form of international binding agreements it is hard to expect that Pareto-efficient solu-
tions will be obtained. Further, we showed in this chapter that there are many facets
and kinds of risk involved in modeling the effect of climate change on QOL variables
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and in particular GDP. In the previous section we already mentioned that using mainly
analytic models insights have been obtained in various directions and we indicated
a number of issues that need further exploration. On the other hand, it should be
clear from the sketched framework that a basic deterministic mathematical modeling
of reality is not possible. Uncertainties are present at all levels and (dynamic) game
theory cannot solve these uncertainties. What it is able to do, or at least tries to do,
is to provide a better understanding of interacting systems (where systems should be
interpreted in a broad sense) and to provide mechanisms that after implementation
imply a more smooth behavior of the complete system.

NoTES

1. In the Netherlands these solvency problems are even increased by the fact that pension
funds must value their assets at the current interest rate. This implies that at the current
low interest rates they are underfunded and cannot invest too.

2. Parts of this section were presented in Engwerda and Reddy (2011).
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8.1 INTRODUCTION AND MOTIVATION

Just under a century after Arrhenius’ first attempt to calculate the climatic warm-
ing effect of CO, in 1896 Arrhenius (1896), growing levels of concern over human
greenhouse gas emissions prompted the international community, through the United
Nations Framework Convention on Climate Change (UNFCCC) in 1992, to commit
to avoiding ‘dangerous anthropogenic interference with the climate system’ In prac-
tice, however, the lack of any cheap and ready substitute for carbon-intensive energy
forms to drive continued economic development, has meant two more decades of rapid
growth in CO, emissions while scientists and states have debated the precise inter-
pretation of the UNFCCC declaration and possible political and legal instruments to
effect its aims. The CO, problem is a quintessential tragedy of the global commons in
that emissions from all nations contribute equally to long-lasting environmental dam-
age that is experienced by all. In economic terms damages are separated temporally
and geographically from benefits of emissions in a colossal market failure. According
to Lord Stern’s highly influential report to the UK government Stern (2007) a fail-
ure that obscures substantial net economic gains of concerted emission reduction, at
least if the societal imperative to protect environmental goods for which there is no
market is represented with appropriately low discount rates. More recent large-scale
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synthesis work on impacts Arnell (2013) has reinforced the potential economic bene-
fits of avoiding damages by reducing greenhouse gas emissions, and even highlighted
potentially large co-benefits for health at EU level as a result of improved air quality
Watkiss (2011).

Meanwhile, emissions have carried on rising, but important steps towards global
agreement have nevertheless been taken, both within the United Nations framework
and outside. Within the framework, a critical level of 2°C global mean surface tem-
perature increase above pre-industrial levels was recognised by the 15" conference
of the parties (COP) in Copenhagen in 2009 as a threshold to be avoided, while the
Durban Platform negotiated at COP17 established the long-awaited basis for an agree-
ment ‘with legal force” applicable to all parties to be agreed by 2015 and implemented
from 2020. At national level, the GLOBE international report Townshend et al. (2013)
documents progress on related climate or energy legislation in 32 out of 33 major
economies.

The need to agree global limits on emissions by 2015 will necessarily invoke further
rounds of protracted discussions on the complex issues of entitlement and responsi-
bility surrounding fair allocation of emission allowances between states. The analytical
debate on these burden-sharing issues, while essentially driven by ethical and develop-
ment concerns, must nevertheless be underpinned by detailed, quantitative analysis of
the distribution of costs and benefits incurred by proposed trading or taxation regimes.
Furthermore, realistic analyses must recognise a further essential factor of real-world
negotiations, namely that as soon as any particular emission-restriction or trading
scheme is implemented (or even mooted) in the context of an international framework,
individual signatories are liable to modify their actions in a competitive way to obtain
the maximum benefit within the constraints of the imposed regime. In other words,
once an agreement is proposed, the responses of individual countries and groups of
countries to the terms of the agreement can be represented as a non-cooperative game
to optimise their payoff in welfare terms to the responses of the other states or groups.
In the language of game theory, the resulting problem can be represented as game in
which the solutions most likely to be realised in practice correspond to the set of stable
Nash equilibria of the game.

Realistic analysis of possible emissions trading regimes therefore demands the appli-
cation of detailed integrated assessment models, incorporating faithful representations
of the energy system and macro-economic feedbacks, as well as regionalised climate
damages, be used to calculate the payoffs corresponding to potential strategies in
the game resulting from any proposed emissions trading regime. In this article we
present the results of work carried out in the EU seventh framework project ‘Enhanc-
ing robustness and model integration for the assessment of global environmental
change’ (ERMITAGE), which aims to facilitate such analyses by coupling intermedi-
ate complexity climate models with environmental impact models and detailed energy
technology and macroeconomic models and using the resulting analyses to inform
game-theoretic analyses of possible international environmental agreements (IEAs).
In doing so, we build on the results of a series of previous works that have used
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simplified integrated assessment frameworks as a basis for game-theoretic analyses
of IEAs.

The issue of fairness in the design of international environmental agreements (IEA)
like those that are discussed in the recurrent COP meetings must be dealt with effi-
ciently if one wants to create a successful IEA. A community integrated assessment
system Warren et al. (2008) (CIAS), which brings together different numerical models
and climate-related datasets into a common framework can provide interesting insight
concerning the possibility to reach a fair IEA that will encourage participation, achieve
abatement efficiently and create incentives for compliance. Enhancement and exten-
sion of the CIAS concept is one of the main goals of the EU-FP7 research project
ERMITAGE http://ermitage.cs.man.ac.uk/.

To characterize a fair IEA we will formulate a multilevel game of fair division
of a global “safety budget” of cumulative emissions that remains compatible with a
twenty-first century warming that will remain below 2°C above preindustrial with
sufficiently high probability.! To reach efficiency and to distribute the benefits of the
permit allowances, we assume that an international emissions trading market will be
implemented. Finally, we adopt as a criterion of fairness the Rawlsian view that we
should minimize the maximum loss of welfare, relative to a business as usual situation.
The effect of allowing for non-cooperative behaviour is addressed by comparing the
game-theoretic approach with analagous solutions from a partial equilibrium bottom-
up modelling framework that utilises a linear programme to derive globally balanced
solutions.

In the game-theoretic approach, we suppose that a fair and efficient IEA is reached
through the following steps:

First, through international negotiations, several groups of countries, each sharing
among its member states a similar level of economic development and exposure to
climate risks, agree on: (a) the total level of cumulative GHG emissions allowed over
the period 2010-2050, to remain compatible with a 2°C temperature increase at the
end of the twenty-first century; (b) a distribution of this cumulative emission budget
among the different groups, for instance using some concepts of equity such as an
egalitarian principle a la Rawls (1971).

Then, an international emission trading scheme is implemented, with a strategic
allocation of allowances to different groups of countries. The different groups of coun-
tries play a game of timing, where each group of countries allocates its share of the
global allowance over time in order to reach an optimum, if the game is played coop-
eratively, or an equilibrium, if the game is played non-cooperatively. The payoffs are
expressed in terms of variation of surplus with respect to a BAU or reference situation
where no climate constraint applies.

To formulate the optimization problem describing a fully cooperative solution to the
game we use the bottom-up partial equilibrium model TTAM-WORLD. To formulate a
non-cooperative game of emission quotas supply we extend the model proposed by C.
Helm et al. (2003; 2008; 2009) to a framework where the players’ payoffs are computed
through statistical emulation of a general equilibrium model, GEMINI-E3 Bernard
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(2003). By proposing that the structure of the IEA involves a fixed emissions budget
that is shared in a given proportion between states, which can distribute their emissions
freely, in a competitive response to market conditions, across a given time horizon, we
are recognising the result of Meinshausen and others Malte et al. (2009) that, to first
order, the level of environmental damage depends on the integrated global emissions
up to a given time independent of the time-profile of emissions.

It is beyond the scope of the present article to address the political challenge of nego-
tiating appropriate safety budgets and equity rules. Instead, the focus of the present
article is to address the consequences of allowing for non-cooperation between play-
ers in their implementation of the envisaged burden-sharing regime, using the most
detailed economic and climate modelling practicable to quantify the gains and losses
involved. In this way we aim to provide a more realistic basis for addressing the costs
and benefits of various burden-sharing possibilities.

In Malte et al. (2009) Meinshausen et al. claimed that for a class of emission sce-
narios, “both cumulative emissions up to 2050 and emission levels in 2050 are robust
indicators of the probability that twenty-first century warming will not exceed 2°C rela-
tive to pre-industrial temperatures. Limiting cumulative CO, emissions over 2000—50 to
1,000 GtCO, yields a 25% probability of warming exceeding 2° C—and a limit of 1,440
GtCO, yields a 50% probability—given a representative estimate of the distribution of cli-
mate system properties.” This observation has important consequences in the way one
can envision international negotiations on climate policy.

However a large uncertainty remains on the safe cuamulative emissions limit. Based
on recent IEA scenarios Moss et al. (2010); van Vuuren et al. (2011) Schaeffer and van
Vuuren (2012) have proposed new global cumulative emissions budget for 2000-2050
around 1260 GtCO; (342 GtC), i.e. 26% higher than the estimate made in Malte et al.
(2009).

In Ref. England et al. (2010), four institutes of climate research explored different
emission pathways that would remain compatible with a global emission budget for
2050 and showed the difficulty to obtain equity in the treatment of developing coun-
tries. They noticed, however that a transformation of the world energy system in order
to remain compatible with the global cumulative emissions target, is feasible at a cost
of less than 2.5 % of GDP. One important insight of the research reported here con-
cerns the possibility to obtain equity through a fair sharing of the cumulative emission
budget among different groups of countries, associated with the introduction of an
international emissions trading system with full banking and borrowing.?

The global cumulative emissions budget approach could be linked with the contrac-
tion and convergence proposal, which has attracted considerable attention in recent
years, see Ref. Broad (1999), in which global emissions are assumed to reduce through
time while convergent economic development simultaneously reduces the disparity in
per-capita emissions between countries.

The chapter is organized as follows: in Section 8.2 we present the use of a statistical
emulation of the climate model PLASIM-ENTS to permit a coupling with techno-
economic models and obtain an evaluation of a safe cumulative emissions limit, over
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the period 2010-2050, compatible with a 2°C warming in 2100; in Section 8.3 we use
a scenario built with the integrated assessment energy-climate model TTAM-WORLD,
coupled with PLASIM-ENTS to assess the optimal abatement strategies and propose
a regional allocation of emission quotas based on cost criteria; in Section 8.4 we use
GEMINI-E3 scenarios to identify the effect of strategic play of countries in an inter-
national emissions trading market with full banking and borrowing; we show how to
design a meta-game for the fair sharing of the global cumulative emissions budget.
Each of the two approaches has its own limits and specific advantages. In Section 8.5
we conclude with a comparison of these results and an interpretation in terms of the
possible forthcoming IEA.

8.2 STATISTICALEMULATIONOF PLASIM-ENTS

One of the principal obstacles to coupling complex climate models to impacts models
is their high computational expense. Replacing the climate model with an emulated
version of its input-output response function circumvents this problem without com-
promising the possibility of including feedbacks and non-linear responses Holden
and Edwards (2010). This approach yields two further benefits in the field of inte-
grated assessment. First, the emulation can allow for the construction of gradients
of the response function. These may be required, for instance, in an optimisation-
based application. Second, a calibrated statistical emulation, based on ensembles of
simulations, also provides a quantification of uncertainty and modelling errors.

The climate model we apply here is PLASIM-ENTS, the Planet Simulator Fraedrich
et al. (2005) coupled to the ENTS land surface model Williamson et al. (2006). The
resulting model has a 3D dynamic atmosphere, flux-corrected slab ocean and slab
sea ice, and dynamic coupled vegetation. We run this model at T21 resolution. As a
result of stability issues in the sea ice that have not yet been resolved, all simulations
were performed with fixed sea ice. An important consequence is that the modelled
climate sensitivity is inevitably reduced, leading to an increased estimate of allow-
able cumulative emissions in the analysis that follows (i.e. constrained by 2° global
warming).

A 564-member PLASIM-ENTS ensemble was performed varying 22 key model
parameters and constrained to generate plausible preindustrial states, following
Holden et al. (2010). Each simulation was continued from 1765 to 2105, applying
transient historical radiative forcing (1765 to 2005) and a wide range of possible future
forcing (2005 to 2105). Globally averaged radiative forcing was expressed as effective
CO; concentration (COse), together with actual CO; concentration (required by the
vegetation model). Future radiative forcing has a temporal profile described by a linear
decomposition of the 1% three Chebyshev polynomials:

COze = COpe + 0.5{A1.(t+ 1) + Az (28 — 2) + A3 (417 — 41)}
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where COy, is COze in 2005 (393 ppm), ¢ is time (2005 to 2105) normalised onto
the range ( — 1,1) and the three coefficients which describe the concentration pro-
file (Aje, Aze and Aj,) take values which allow for a wide range of possible future
emissions profiles. The same approach was taken to describe the temporal profile of
actual CO»:

CO, = COy + 0.5{A1(t + 1) + Ay(212 — 2) + A3(41> — 41)}

The resulting ensemble of 564 transient simulations of future climate thus incorporates
both parametric and forcing uncertainty. We note that the 564 simulations comprise
188 model parameterisations, each reproduced three times and combined with 564
combinations of the six Chebyshev coefficients.

For coupling applications we require an emulator that will generate spatial patterns
of climate through time for an arbitrary future forcing, although note that the cou-
pling described here is constrained only by global warming, and hence does not fully
utilise this spatio-temporal information. To achieve this, ten decadally averaged out-
put fields (here we consider only surface warming) from 2010 to 2100 were generated
for each ensemble member and combined into a single 20480-element vector where,
for instance, the first 2,048 elements describe the 64 x 32 (T21) warming field over
the first averaging period. This vector thus represents a self-consistent description of
the temporal and spatial dependence of the warming of the respective ensemble mem-
ber. These vectors were combined into a 20,480 x 564 matrix describing the entire
ensemble output of warming.

Singular vector decomposition (SVD) was performed on this matrix to decompose
the ensemble warming patterns into Empirical Orthogonal Functions (EOFs). The
physics of the climate system results in spatio-temporal correlations between ensemble
members, patterns of change that are a function of the climate model itself rather than
of parameter choices. As a consequence, it is generally the case that a small subset of
the 564 EOFs is sufficient to describe most of the variance across the ensemble. The
simpler approach of pattern scaling utilises these correlations by assuming that a single
pattern (equivalent to the first EOF) can be applied to approximate the pattern from
any simulation. Here we retain the first ten EOFs.

Each individual simulated warming field can be approximated as a linear com-
bination of the first ten EOFs, scaled by their respective Principal Components
(PCs). As each simulated field is a function of the input parameters, so are the
PCs, which are thus scalar quantities that can be emulated as a function of the
input parameters. PC emulators of the first ten EOFs were derived as functions of
the 22 model parameters and the 6 concentration profile coefficients. The simplest
possible emulator was considered here, constructed as a linear function of the 28
inputs.

In order to apply the emulator, we provide the six Chebyshev coefficients that
together describe some future concentration pathway of CO,e and CO; as inputs. The
emulator generates a 188-member ensemble of the ten PCs (i.e. using each of the 188
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parametrisation to make a separate prediction). The ten PCs for each prediction are
combined with the ten EOFs to generate patterns of warming over the period (2005-
2105). An important aspect of the emulator is its potential to propagate model error
through a coupling.

8.3 A COOPERATIVE APPROACH BASED ON
TIAM-WORLD COUPLED WITH
PLASIM-ENTS

In this first approach we use a bottom-up partial equilibrium model, focussing on
the evolution of the energy system in different world regions. We couple it with the
PLASIM-ENTS emulator to obtain a scenario that satisfies the target of keeping surface
air temperature (SAT) below 2°C in year 2100. From this scenario we derive a cumula-
tive emissions budget for the 2010-2050 time interval and also an emission profile for
each of the eight regions modelled. Now, for each period 2020, 2030, 2040, 2050 we
define an international emissions trading scheme which allocates the total emissions of
the period to each region, in the form of quotas, in such a way that the different regions
end up paying the same share of their GDP as net abatement cost (including buying
or selling permits). From the shares of emission budget given to each region at each
period, we deduce the share of the cumulative safety budget allocated to each region.

8.3.1 Presentation of TTAM-WORLD

The TIMES Integrated Assessment Model (TIAM-WORLD) is a technology-rich
model of the entire energy/emission system of the World split into 16 regions, pro-
viding a detailed representation of the procurement, transformation, trade, and
consumption of a large number of energy forms (see Loulou 2008; Loulou and Labriet
2008). It computes an inter-temporal dynamic partial equilibrium on energy and
emission markets based on the maximization of total surplus, defined as the sum of
suppliers and consumers surpluses. The model is set up to explore the development of
the World energy system until 2100.

The model contains explicit detailed descriptions of more than 1500 technologies
and several hundreds of energy, emission and demand flows in each region, logi-
cally interconnected to form a Reference Energy System. Such technological detail
allows precise tracking of optimal capital turnover and provides a precise description
of technology and fuel competition.

TIAM-WORLD is driven by demands for energy services in each sector of the econ-
omy, which are specified by the user for the Reference scenario, and have each an
own price elasticity. Fach demand may vary endogenously in alternate scenarios, in
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response to endogenous price changes. Although the model does not include macroe-
conomic variables beyond the energy sector, there is evidence that accounting for
price elasticity of demands captures a preponderant part of feedback effects from the
economy to the energy system (Bataille 2005; Labriet et al. 2010).

TIAM-WORLD integrates a climate module permitting the computation and mod-
eling of global changes related to greenhouse gas concentrations, radiative forcing
and temperature increase, resulting from the greenhouse gas emissions endogenously
computed (Loulou et al. 2009).

In the recent years, TTAM-WORLD has been used to assess future climate and energy
strategies at global and region levels in full or partial climate agreements and uncertain
contexts (see Labriet et al. 2012; Loulou et al. 2009; Kanudia et al. 2014; Labriet and
Loulou 2008).

8.3.2 Coupling of TITAM-WORLD and PLASIM-ENTS

Although TIAM-WORLD, as any integrated assessment model, can be run with tem-
perature constraint, the climate module of TTAM-WORLD does not compute the
regional or seasonal temperature changes as needed for a relevant representation of
the possible heating and cooling adjustments due to climate change. Hence the need
for a more detailed climate model like PLASIM-ENTS, or more precisely its emulator
permitting a rapid evaluation of scenarios.

In essence, there is an iterative exchange of data between the two models, whereby
TIAM-WORLD sends to the climate emulator a set of total greenhouse gas concentra-
tions for the entire 21% century, and the climate emulator sends to TIAM-WORLD
the seasonal and regional temperatures, converted in heating and cooling degree-
days, and used to compute new seasonal and regional heating and cooling demands
in TITAM-WORLD. Iteration continues until the global temperature computed by
PLASIM-ENTS reaches the desired value. In cases with temperature limit from 2 to
3°Cin 2100, convergence is obtained in 2 to 13 iterations, with a precision of 0.01°C.

The cumulative emission budget over 2010-2050, including carbon dioxide (CO,),
methane (CHy), and nitrous oxide (N,O), reduces from 598 in the Reference case to
484 Gt carbon-equivalent (C-eq) in the case with a temperature limit of 2°C in 2100
(Table 8.1). The emission budget does not change a lot in the intermediate cases with
2.5 and 3.0°C temperature limit in 2100 compared to the reference case. Indeed, most
of the optimal emission reductions occur after 2050 in these not tight and considered
unsafe climate cases. The 2°C target remains the focus of this paper.

The resulting carbon marginal abatement cost remains moderate until 2050
(Table 8.2) reflecting the fact that the 2°C limit was imposed in 2100 without any inter-
mediate constraint; although temperature did not overshoot the imposed limit in the
intermediate years, the resulting radiative forcing increased up to 3.8 W/m? before
decreasing at the end of the horizon.
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Table 8.1 Cumulative emission budget
2010-2050 and 2100 radiative forcing

Scenario GtC-eq RF100 (W/m?)
2°C 484 3.7
2.5°C 572 46
3°C 591 5.7
Ref 595 6.3

Table 8.2 Marginal abatement cost (Price of carbon)

2020 2030 2040 2050

$/tC 95 135 189 261

Table 8.3 Aggregation of regions

USA United States of America

EUR Europe of 27 + Switzerland, Iceland and Norway
CHI China

IND India

RUS Russia

OEC Other OECD countries (Japan, Canada, Australia
and New-Zeland, Mexico, South Korea)

OPE Middle-East

ROW Africa + Central and South America
+ Central Asia and Caucase (such as Kazakhstan,
Turkmenistan, etc.) + Other Developing
Asia (such as Indonesia)

Although TTAM-WORLD includes 16 different regions, the regional emission results
were aggregated according to the definition of players used and are presented in
Table 8.4 (reference case) and Table 8.5 (2°C case). These regions described in Table
8.3 have been selected to simplify the development of a game theoretic analysis in
forthcoming Section 8.4 and so, a comparison of results will be possible.

Notice that China contributes almost one third of global emissions by 2050 in the
Reference case. In other words, any partial climate agreement without China may jeop-
ardize the capacity of the climate system to remain in a safe window on the longer
term.
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Table 8.4 Annual emissions (GtC-eq) in the reference case

2010 2020 2030 2040 2050

USA 1.93 1.82 1.84 1.72 1.72
EUR 1.23 1.26 1.29 1.25 1.36
OEC 1.08 1.17 1.18 1.18 1.26
CHI 2.57 3.13 3.90 4.69 5.54
IND 0.62 0.77 0.99 1.28 1.39
RUS 0.62 0.74 0.94 1.00 1.09
OPE 0.61 0.72 0.84 0.96 1.07
ROW 3.07 3.34 3.66 3.89 4.22
World 11.72 12.94 14.64 15.98 17.64

Table 8.5 Annual emissions (GtC-eq) for the 2° C scenario

2010 2020 2030 2040 2050

USA 1.93 1.74 1.65 1.45 1.07

EUR 1.23 1.17 1.1 0.99 0.83

OEC 1.08 1.07 1.01 0.91 0.77

CHI 2.57 2.81 3.14 3.12 2.86

IND 0.62 0.70 0.78 0.77 0.82

RUS 0.62 0.71 0.82 0.81 0.77

OPE 0.61 0.69 0.78 0.76 0.73

ROW 3.07 2.98 3.09 293 2.87
World 11.72 11.88 12.38 11.74 10.72

8.3.3 Computation of Fair Side-payments

In Vaillancourt et al. (2007) Vaillancourt et al. (2007) have shown how to use a
bottom-up world model (MARKAL-WORLD) to compute dynamic permit allocations
having cost-related fairness properties. The proposed equity criterion was defined as
the equalization of the net abatement costs of each region per unit of GDP at each
period. We repeat this calculation with TIAM-WORLD, coupled to the emulator of
PLASIM-ENTS.

For this purpose, TTAM-WORLD, coupled to the emulator of PLASIM-ENTS, is first
run without climate constraint, to obtain the global and regional costs in the reference
case, and then run with a global constraint on temperature in 2100 to obtain the opti-
mal (efficient) emission levels E;(t) in each region j, and the new system costs. The
gross abatement cost Cj(t) of region j is the difference between the corresponding two
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system costs. The net abatement cost x;(¢) is defined as the gross abatement cost Cj(t)
plus the cost of buying permits/minus the revenue of selling permits, i.e.:

xj(t) = Ci(t) + yj() Py (1) (8.1)

where y;(t) is the quantity of permits purchased (if positive) / sold (if negative) by
region j, and P,,(t) is the price of permits (computed by the model in the dual solution
of the linear program). The equalization of the net abatement costs per GDP across
regions means that, for each region j and each period #:

x(t) () Gl
GDP;(t)  >_;GDPi(t)  GDP,(t)

= K(1), (8.2)

Where C,,(t) is the global net abatement cost (equal to the global gross abatement cost)
provided by the model. Equations (8.2) are equivalent to

xj(t) = K(t) GDPj(t) (8.3)
or, using (8.1) above

1
Py (1)

Finally, the allocation of quotas a;j(t) to region j is equal to the emissions obtained in
the optimal solution minus permits purchased

yi(t) = [K(t) GDP;(t) — Ci(1)] Vj V. (8.4)

ai() = E(t) —yj(1) Vj V. (8.5)

8.3.4 Proposed Sharing of a Safety Budget and Distribution
of Quotas

Running TTAM-WORLD coupled with PLASIM-ENTS, a safety budget of 484 GtC-eq
has been obtained for the time interval 2010-2050 with a temperature change con-
straint of 2°C increase of SAT in 2100 (Table 8.1). This budget corresponds to the
optimal emissions computed by TTAM-WORLD to maximize the total surplus of the
system over 2005-2100, as defined as the sum of suppliers and consumers surpluses
(see Section 8.3.1). In other words, the optimal solution computed by TIAM-WORLD
informs us about the optimal location of emission reductions, but it does not answer
the question of “who should pay” for these reductions.

As an answer to this latter question, the emission budget was allocated to the 8
regions in order to equalize, at each period, the abatement costs supported by each
region as a share of the regional GDP, as proposed by Vaillancourt et al. (2007) and
described in Section 8.3.3.

Regional allocations of quotas (Tables 8.6, 8.7 and 8.9) and the resulting permit trad-
ing (Table 8.10) indicate that industrialized countries (USA, EUR and OEC) would
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Table 8.6 Allocation of emission quotas (GtC-eq) to
equalize regional abatement costs per GDP

2020 2030 2040 2050

USA 1.48 1.27 0.8 0.72
EUR 0.93 0.72 0.53 0.45
OEC 1.04 0.90 0.76 0.69
CHI 2.97 3.53 3.63 351
IND 0.75 0.91 0.81 0.78
RUS 0.66 0.86 0.90 0.89
OPE 0.90 0.86 0.97 0.90
ROW 3.14 331 313 2.78
World 11.87 12.38 11.74 10.72

Table 8.7 Allocation of emission quotas (%) to equalize
regional abatement costs per GDP

2020 2030 2040 2050

USA 13% 10% 8% 7%
EUR 8% 6% 5% 4%
OEC 9% 7% 7% 6%
CHI 25% 28% 31% 33%
IND 6% 7% 7% 7%
RUS 6% 7% 8% 8%
OPE 8% 7% 8% 8%
ROW 26% 27% 27% 26%
World 100% 100% 100% 100%

receive lower quotas than the optimal emissions as computed by TIAM-WORLD
(Table 8.8) and would therefore buy permits from the other regions of the World, and
more particularly from China. In other words, USA, EUR and OEC will pay for abate-
ment to be done in these regions, in order to keep regional abatement costs per GDP
equal across regions. This reflects both the stronger economic capacity of industrial-
ized countries (higher GDP) to pay for abatement, and the opportunities of abatement
available in the different countries. More particularly, given the high contribution of
China to global emissions, any climate strategy requires deep changes in the energy
system of country to guarantee the reduction of the global emissions, hence higher
costs.

The annual transactions (buying or selling permits) are shown in Table 8.10 (MtC-
eq).

As indicated above, the definition of the quotas allocations equalizes the abatement
cost per unit of GDP at each period, as shown in Table 8.11.
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Table 8.8 Allocation of emission quotas (%) in the optimal

solution

2020 2030 2040 2050
USA 15% 130 120 10%
EUR 10% 9% 8% 8%
OEC 9% 8% 8% 7%
CHI 24% 25% 27% 27%
IND 6% 6% 7% 8%
RUS 6% 7% 7% 7%
OPE 6% 6% 7% 7%
ROW 25% 25% 25% 27%
World 100% 100% 100% 100%

Table 8.9 Cumulative regional budgets
over 2010-2050 to equalize regional
abatement costs per GDP

Region GtC-eq %
USA 52.6 11%
EUR 1.8 7%
OEC 37.1 8%
CHI 134.3 28%
IND 324 7%
RUS 324 7%
OPE 35.4 7%
ROW 128.1 26%

World 483.7 100%

8.3.5 Interpretation of the Results Obtained

The approach proposed with TTAM-WORLD involves the endogenous computation of
the optimal emission trajectory over the 2005-2100 horizon to satisfy the 2°C target
imposed in 2100 in the PLASIM-ENTS emulator coupled with TTAM-WORLD. Car-
bon prices in the first part of the horizon appear moderate, which could be interpreted
as making feasible an international agreement on climate change over this time hori-
zon, under the condition that countries pursue emission abatement after 2050 to keep
temperature increase below the desired target. The costs and carbon prices obtained in
the current application are slightly smaller than the ones obtained with TTAM-WORLD
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Table 8.10 Buying (=) and selling (+) of quotas (MtC-eq)

2020 2030 2040 2050
USA —254 —373 —454 —346
EUR —243 —391 —460 —375
OEC —33 —103 —141 —79
CHI 162 382 508 645
IND 48 135 46 —37
RUS —46 39 89 118
OPE 211 84 204 161
ROW 156 228 208 —87
World 0 0 0 0

Table 8.11 Equalized abatement cost per unit of GDP at
each period

2020 2030 2040 2050

Abatement cost [ GDP 0.06% 0.15% 0.28% 0.35%

in its most recent applications for the Energy Modeling Forum, Kanudia et al. (2014).
Two reasons contribute to this situation: first, the climate target used in the current
paper is not as severe, especially as regards intermediate years where no constraint was
considered here; second, the global temperature increase computed by PLASIM-ENTS
is slightly lower than the one obtained with the simplified climate module of TIAM-
WORLD for the same emission trajectory (increase of global temperature of 2.18°C in
2100 obtained with TIAM-WORLD when the target of 2°C is reached in PLASIM-
ENTS); in other words, slightly less emission reductions are needed when using
TIAM-WORLD coupled with PLASIM-ENTS than TIAM-WORLD in a standalone
manner.

The success of international negotiations is however more directly related to regional
costs than to the minimization of the global cost of the climate strategies, hence the
proposal of a fairness rule to equalize the abatement costs supported by each region
given as a proportion of the regional GDP. This simple rule, respecting horizontality
principles since it equalizes the net costs across regions as a percent of GDP, results in
industrialized countries paying for abatement to be done in developing or emerging
countries, given both the economic power of the countries and the regional optimal
abatements assessed by TIAM-WORLD. In other words, in this application, TIAM-
WORLD is used to identify what to do (optimal abatement over the entire horizon),



184 A. HAURIE ET AL.

while the proposed equity rule serves to assess who should pay for this abatement. Of
course, other rules may be applied, as illustrated by Vaillancourt et al. (2007), and par-
tial agreements could be assessed with the model. Moreover, given the global nature of
the climate change issue, there is of course no guarantee that the proposed allocation
of emission permits would prevent countries from rejecting any international agree-
ment, hence the interest for the analysis of Nash games, as illustrated by Labriet and
Loulou (2008) with a global model close to TIAM-WORLD. The following analysis
with GEMINI-E3 helps to deeper assess the insights learnt with such games.

8.4 A GAME THEORETIC APPROACH BASED ON
AN ENSEMBLE OF SCENARIOS PROVIDED BY
GEMINI-E3 CourLED WiTH PLASIM-ENTS

In this section we propose a different approach to identify a fair sharing of the safety
emissions budget. The sharing itself is obtained as the solution of a game design prob-
lem. The game is an adaptation of C. Helm modelling of international emissions
trading with endogenous allowance choices Helm (2003). The design parameters are
the shares of the safety emissions budget given to the different regions. The use of these
shares by the regions is determined by a Nash equilibrium for this game. The rules
of the game, i.e. payoffs as functions of strategy choices are obtained from statistical
emulations of the general computable equilibrium model GEMINI-E3. This consists in
generating a large sample of scenarios corresponding to different strategy choices and
identifying through regression analysis the functions describing the regions’ costs and
benefits that enter into the payoff definition. In fact we should call the resulting model
a “meta-game" model defined from statistical emulations of the general computable
equilibrium model GEMINI-E3.

In this second approach the fair sharing will be defined according to a Rawlsian
principle. We look for the sharing that maximizes the worst ratio of discounted sum of
surplus variation over the discounted sum of household consumption in the reference
(BAU) case, for the time interval under consideration, 2010-2050.

8.4.1 Presentation of GEMINI-E3

GEMINI-E3 Bernard and Vielle (2008)* is a multi-country, multi-sector, recursive
computable general equilibrium model comparable to the other CGE models (EPPA,
ENV-Linkage, etc) built and implemented by other modeling teams and institu-
tions, and sharing the same long experience in the design of this class of economic
models. The standard model is based on the assumption of total flexibility in all
markets, both macroeconomic markets such as the capital and the exchange markets
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(with the associated prices being the real rate of interest and the real exchange rate,
which are then endogenous), and microeconomic or sector markets (goods, factors of
production).

The GEMINI-E3 model is now built on a comprehensive energy-economy dataset,
the GTAP-8 database Narayanan et al. (2012). This database incorporates a consistent
representation of energy markets in physical units, social accounting matrices for each
individualized country/region, and the whole set of bilateral trade flows. Additional
statistical information accrues from OECD national accounts, IEA energy balances and
energy prices/taxes and IMF Statistics. We use an aggregated version of GEMINI-E3
that described 11 sectors/goods and 8 regions. Table 8.12 gives the definition of the
classifications used.

Reference scenarios in CGE models are built from i) forecasts or assumptions on
population and economic growth in the various countries/regions, ii) prices of energy
in world markets, in particular the oil price and iii) national (energy) policies. We
build a reference baseline on the period 2007-2050 with yearly timesteps. Assump-
tions on population are based on the last forecast done by United Nations (2010), we
use the median-fertility variant. In 2050 the World population will reach 9.27 billions
of inhabitants. We use an harmonized set of common economic assumptions with
the TTAM-WORLD model and check that our GDP growths are also in line with the
last International Energy Outlook published by the U.S. Department of Energy (2011).
Global GDP growth decreases slightly over the period from 3% annually to 2.5% at the
end of our simulation. Prices of energy in the World markets used by GEMINI-E3 are
calibrated on those computed by the TTAM-WORLD model.

Table 8.12 Dimensions of the GEMINI-E3 model

Regions Sectors

United States of America USA Energy

European Union EUR 01 Coal

Other OECD countries OEC 02 Crude Ol

China CHI 03 Natural Gas

India IND 04 Refined Petroleum
Russia RUS 05 Electricity

OPEC OPE Non-Energy

Rest of the World ROW 06 Agriculture

07 Energy intensive industries
08 Other goods and services
09 Land Transport

10 Sea Transport

11 Air Transport
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FIGURE 8.1 GHG emissions in GtC-eq for the reference case

GHG emissions computed by GEMINI-E3 are presented by regions in Figure 8.1.
These emissions include CO; emissions from energy combustion and non-CO; green-
house gases from anthropogenic sources. The non-CO, greenhouse gases included in
GEMINI-E3 are the direct non-CO,; GHGs covered by the UNFCCC: methane (CHy),
nitrous oxide (N;O), and the high global warming potential (high-GWP) gases. In
2050, total GHG emissions reaches 17.4 GtC-eq. The CO; emissions profile is in line
with RCP 6.0 published recently by van Vuuren et al. (2011) and close to those com-
puted by the TIAM-WORLD, these emissions will generate a cumulative emissions
budget of 586 GtC-eq over the period 2010-2050.

8.4.2 Coupling GEMINI-E3 with the Emulator of
PLASIM-ENTS

The objective of the present coupling is to use the emulator of PLASIM-ENTS to
set up emissions constraints into GEMINI-E3 in order to assess climate policy sce-
narios compatible with a given temperature increase in 2050. As GEMINI-E3 is a
time-step optimization model, one can not build a coupled model that would com-
pute endogenously an optimal emissions path with respect to the economy, as done
with TIAM-WORLD. For this reason, we opt for a soft coupling approach produc-
ing acceptable and realistic emission profiles. These emission profiles are then used
in GEMINI-E3 as an upper bound vector on the emissions of CO, equivalent. In
other words, the coupling of GEMINI-E3 with PLASIM-ENTS has not exactly the same
meaning as the coupling of TITAM-WORLD with PLASIM-ENTS. This illustrates how
different techno-economic models can be used in a coordinated manner with a climate
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model: the coupling implemented with TIAM-WORLD aims the detailed represen-
tation of temperature to assess the impacts of climate change on the energy system,
while the coupling implemented with GEMINI-E3 aims the computation of emission
profiles to respect upper climate constraints.

As the number of emissions trajectories satisfying a given warming target is poten-
tially unlimited, the coupling procedure restricts its search to a subset of trajectories.
We assume that CO, emissions Ecp, have a temporal profile on the range [2000, 2050]
described by a linear decomposition of the 1* three Chebyshev polynomials:

Eco,(t) = ay(t+1) + a2 (2t* —2) + a3(4> —4t), VYt € [2000,2050].

To build such functions, the coefficients «;, i = 1,2,3, are calibrated on the observed
emissions between 2000 and 2010 and on an emission objective in 2050. By changing
the latter, one obtains different trajectories that are converted into concentrations to be
evaluated by PLASIM-ENTS’s emulator. We thus use an interval-halving technique on
the emissions target in 2050 to find the emission trajectory satisfying the temperature
rise limit.

For the present study, the definition of the safety emission budget for the time period
2010-2050 is crucial as one has to select an appropriate warming target in 2050 that
remains compatible with the objective of 2°C warming in 2100. Here we refer to the
RCP2.6 concentration pathway which according to van Vuuren et al. (2011) is represen-
tative of the literature on mitigation scenarios aiming to limit the increase of global mean
temperature to 2° C. PLASIM-ENTS’s emulator computes for this RCP2.6 concentra-
tion pathway a warming of 1.45°C in 2050, so we use this target in our coupling and
we derive a safety budget of 424 GtC-eq.

Notice that that all this coupling exercise is used to obtain an evaluation of the safety
budget. The emission profile that will be implemented under an international agree-
ment will have to satisfy this global budget. The emissions, for each period, will be
determined by the regions using strategically their shares of the safety budget to sup-
ply permits on an international emissions trading system, at each period. This game
structure is described in the following subsections.

8.4.3 Statistical Analysis of a Sample of GEMINI-E3
Numerical Simulations to Define a Meta-game of Climate
Negotiations

We apply regression analysis to identify the payoff functions of a game where the
strategic variables are the quota supplies by the different regions, at different periods.

The statistical analxsis is based on a sample of 200 numerical simulations of different
possible world climate policy scenarios performed with GEMINI-E3. In each scenario,
we suppose that a carbon tax is implemented at the world level without emissions
trading. We suppose that all greenhouse gases are taxed including CHy, N,O and high-
GWP. We compute for each group of countries:
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* The abatement level relative to the BAU emissions reported in Figure 8.1 expressed
in million ton of carbon equivalent;

* The welfare cost measured by the households’ surplus, and represented by the
Compensative Variation of Income (CVI) expressed in US $ Bernard (2003);

* The Gains or losses from the Terms of Trade (GTT) representing the spill-over
effects through change in international prices. In a climate change policy these
gains or losses from the terms of trade come mainly from the drop in fossil energy
prices due to the decrease of world energy demand. The GTT are expressed in
US $.

By subtracting the GTT from the surplus we obtain the Deadweight Loss of Taxation
(DWL) i.e. the domestic cost that would occur in a closed economy and which only
depends on the abatement done within the country. The GTT represents the imported
cost: negative for energy exporting countries such as OPEC and positive for net energy
importing countries like Europe and Japan Bohringer and Rutherford (2002). This
imported cost/benefit is function of the world GHG abatement.

Using linear regression techniques, we estimate the abatement cost function (8.12)
(i.e. the parameters ozjo(t), O(jl(t), ozjz(t), aj3(t) and oz]f*(t)) of player j and period ¢ as a
polynomial of degree 4 in the country abatement level. The time periods () are 2020,
2030, 2040, 2050 with n(#)=10 years for each period. Figure 8.2 presents the marginal
abatement cost (MAC) curves (i.e. the derivative of the abatement cost function with
respect to the abatement, see Equation (8.14)) estimated for the year 2030. It shows
where it is the cheapest to abate GHG emissions (Russia, India and China) and where
it is the most expensive (EU and ROW).
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FIGURE 8.2 Marginal abatement costs by region in US $ per CO; equivalent for the year 2030,
proportional abatement
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The gains from the terms of trade of player j is assumed to be an affine function of
the global abatement in a given period (see Equation (8.15)).

8.4.4 Formulation of the Game Design Problem, based on
GEMINI-E3 Statistical Emulation

Design variables:

0, share of the safety emission budget given to player j.
These variables define the key element of the negotiations, namely the sharing of the
safety emission budget.

Strategic variables:
wj(t), supply of quotas by player j during period t.

We assume that once a player (group of countries) has been given a share of the emis-
sion budget, it can supply this amount of quotas (emission rights) on the emissions
trading markets organized in the four different decades of the planning horizon. These
supplies are strategic variables. They influence the market structure, determining price
of carbon, then emission levels by each player, and, finally the transfers (buying and
selling of permits) and the net surplus variations.

Secondary (passive) variables:

These are variables that will be computed from the values given to the strategic vari-
ables. They will be used to describe the permits market functioning. The abatements
realized w.r.t. the BAU scenario are the argument of the abatement cost and of the gains
from the terms of trade functions that have been identified through regression analysis
of a sample of GEMINI-E3 numerical simulations.

ej(t): emission level for player j in period t;
gj(t): abatement level for player j in period t;
p(t): carbon price in period t;
AC;(t): abatement cost for player j in period ;
MAC](t): marginal abatement cost for player j in period t;
GTT;(t): gains from the terms of trade for player j in period t;

vj: multiplier associated with the share of budget given to player j.

parameters

safety_budget: global safety emission budget;

bce;j(t): BAU emissions for player j in period t;

ny(t): number of years in period t;

n(t): number of years in time interval [1, ¢];

oz;)(t), ajl (1), ajz(t), a;’(t), a;l(t): coefficients in the abatement cost function;
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/L;-)(t), u} (£): coefficients in the gain from the terms of trade function;
B: discount factor;
hc;: discounted household consumption in BAU over the planning horizon.

Payoffs for the game of quotas supply:

The players try to minimize the discounted sum of net surplus losses, W, which is the
discounted sum of the gains from the terms of trade plus the gains from the permit
trading (can be negative) minus the abatement cost, given the actions taken by the
other players.

Wi(t) ==Y B"Uny(0) {AGi(1) — p(1)(wj(t) — ¢(1) = GTTi(H)}  (8.6)

Notice here that we define the payoffs in terms of surplus gains instead of losses.

Objective of the game design problem:
At the upper level where one negotiates the sharing of the safety emissions budget, one
may apply a criterion of fairness inspired from the Rawlsian theory of justice:

Wi ()

Zz = maxmin , (8.7)
0 j th

where Wj*(t) is the equilibrium payoff for the game designed by the choice of 8. So
we select the sharing which, in the Nash equilibrium solution of the game of quotas
supply, maximizes the worst surplus gain among the players.

Constraints and functions:

They link the passive variables to the strategic variables, define the cost and profit
functions, limit the choices for the strategic variables.

Shares of safety budget. The total supply of quotas by each player is equal to its share of
the safety budget:

> wj(r) = b safety_budget. (8.8)
T

Price of carbon equal marginal abatement cost: In a competitive emission permits mar-
ket, each player will abate at a level where the price of permit equals the marginal

abatement cost:
p(t) = MAC;(t),Vt,]. (8.9)

Permit market clears: In this market, the price is set at such a level that the total emission
equals the total supply of quotas:

J

D o= ei(t),vt. (8.10)
j
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Define emissions from abatements: One must compute abatement level to evaluate
abatement costs:

ej(t) + qj(t) = bcej(t). (8.11)

Abatement cost. The abatement cost is a polynomial of degree 4 in the abatement
variable:

AGi(1) = &) (1) + o} (1) gi(1) + o qi(1)* + &} (1) gi(1) + o} (1) gi(1)*. (8.12)

Marginal abatement cost. The marginal abatement cost is obtained through derivation
of the abatement cost:

MAG;(t) = o} (1) + 20 (1) g(1) + 30 (1) gi(1)* + 4} (1) gi(1)>.  (8.13)

Derivative of marginal abatement cost. One also needs to compute the derivative of the
marginal cost function:

DMAG;(1) = 20 (t) + 63 (1) gj(1) + 12 (2) g(1)*. (8.14)

Gains from the terms of trade: The gains from the term of trade are expressed as a linear
function of the sum of the abatements decided by all the players:

GTT;(t) = (1) + (1) ) ailt). (8.15)

Derivative of carbon price: One has to compute the derivative of the carbon price w.r.t.
any supply w(¢) which is given by (see Helm 2003):

-1

DP(t) = (8.16)

—
2 DMAC;(1)

Pseudo-gradient of payoffs: We can now write pseudo-gradient of the payoffs w.r.t. the
strategic variables

PSGRAD}(1) = —"Vny(t) | MAG;(1) — DP(1) (w(1) — (1)) — s} (1)} + .
(8.17)

The first order conditions for a Nash equilibrium are then
v; >0
0 safety_budget — Z wj(t) >0
T
v;0; safety_budget — Z wj(1)=0
T

vj
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—PSGRADj(t) > 0
wj(t) >0

w;(t) PSGRAD;(t) =0
Vj,Vt.

8.4.5 A Solution to the Game Design Problem

We use a safety budget equal to 424 GtC-eq as defined in section 8.4.2, the discount
factor B is 3% per year. We start with the sharing of the safety budget computed by
TIAM-WORLD, we also simulate other options that have been proposed for design-
ing a global agreement on climate change Baumert (2002). The first one is based on
an egalitarian rule that supposes that each individual has the right to emit an equal
amount of greenhouse gases, in our case the budget share is proportional to the pop-
ulation over the period 2010-2050. The second rule considers that the allocation of
quotas is proportional to emissions in the BAU simulation. This sovereignty princi-
ple is usually proposed as a starting point in environmental negotiations taking into
account the existing situations. Finally we also present a solution corresponding to the
max min of the surplus losses expressed in % of BAU consumption, computed from a
sample of simulations that we have tested.> In this solution the maximum loss, among
the eight groups of countries, expressed as a percentage of the discounted total con-
sumption in the BAU case, is minimal. This max min solution tends to equalize welfare
costs as a percentage of GDP. One notices that the maxmin is close to the equity solu-
tion computed with the TTAM-WORLD except for China and USA. TTAM-WORLD
gives less to USA (—0.4) and more to China (+0.3).

Experience shows that negotiators do not put forward a single allocation rule based
on a clearly identified value judgment on equity but a mix that takes into account
their own features and situation. Table 8.13 gives the different distributions of the total
budget that have been tested.

In each case we have computed the Nash equilibrium for the game of quota sup-
ply defined above and we have obtained the following evaluations of the surplus loss,

Table 8.13 Different sharings tested (6;)

USA EUR OEC CHI IND RUS OPE  ROW

TIAM-WORLD equity solution  0.11  0.07 0.08 0.28 0.07 0.07 0.07 0.26
Egalitarian rule 0.04 006 006 017 0.18 0.02 0.07 0.40
Sovereignty rule 0.15 0.09 009 025 007 005 0.07 0.23
max min solution 0.15 0.07 0.075 025 0.07 005 0085 0.25
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Table 8.14 Corresponding surplus losses (% of BAU discounted household con-
sumption)

USA EUR OEC CHI IND RUS OPE ROW  Max

loss
TIAM-WORLD equity solution 1.66 0.81 0.62 -1.69 1.01 -544 342 0.15 3.42
Egalitarian rule 481 164 202 1063 -3451 1365 397 -7.74 13.65
Sovereignty rule 079 033 018 064 087 026 451 1.70 451
max min solution 0.78 0.87 0.86 0.75 0.93 0.33 0.23 0.62 0.93

expressed as a percentage of discounted total consumption over the 2010-2050 period.
The results are shown in Table 8.14. The equalitarian rule gives a large number of
extreme welfare impacts, where Russia, China and USA would support a very high
burden whereas the ROW and India would largely benefit from climate protection. In
contrary the sovereignty rule would have a more concentrated range of welfare costs,
but would impose a high burden on OPEC and ROW.

8.4.6 Equilibrium for the max min allocation

We examine the equilibrium solution corresponding to the sharing of the safety budget
shown in Table 8.15.

It is interesting to compare this budget allocation with the emissions reduction tar-
get defined by the countries. The EU climate change policy aims to reducing by 20%

Table 8.15 Allocation and equilibrium
solution expressed in surplus loss ratios

Countries GtC-eq %% safety budget
USA 63.6 15.0%
EUR 29.7 7.0%
OEC 31.8 7.5%
CHI 106.0 25.0%
IND 29.7 7.0%
RUS 21.2 5.0%
OPE 36.4 8.5%
ROW 106.0 25.0%

World 4240 100.0
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Table 8.16 Quotas supplied by countries at each decade in GtC-eq

2011-2020  2021-2030  2031-2040  2041-2050  2011-2050

USA 14.7 15.6 16.3 17.0 63.6
EUR 7.9 7.7 7.3 6.8 29.7
OEC 8.1 8.1 7.9 7.8 31.8
CHI 215 26.0 27.8 30.7 106.0
IND 6.0 6.9 7.9 8.8 29.7
RUS 4.7 5.1 5.6 5.8 21.2
OPE 6.9 8.3 9.8 1.1 36.0
ROW 22.6 25.0 28.0 30.4 106.0
Total decade 92.6 102.6 110.5 118.4 424.0

in 2020 and 75% in 2050 the GHG emissions from the 1990 levels, this gives a bud-
get equal to 35 GtC-eq for the next 40 years. This budget is 17% higher than the
one computed in our equilibrium. The US climate targets is more uncertain in the
long term. At the Canctin UN climate summit in December 2010 the U.S. delegation
confirmed the target of reducing GHG emissions by 17% in 2020 compared to 2005
levels. But nothing was enacted concerning long term target like 2050. In Palsey et
al. (2009) the authors developed three paths of emissions control spanning the range
of Congressional proposals, the cumulative allowance allocations between 2012 and
2050 of the policy are 78.4, 55.5 and 45.6 GtC. The three climate policies are based on
allowance allocations that through 2050 are: 1) constant at 2008 emissions levels, 2)
linearly reduced to 50% below 2008 levels, 3) linearly reduce emissions to 80% below
2008 levels. Our allocation for USA is close the -50% target even if our budget is 8 GtC-
eq more generous. Concerning developing countries, we can translate their cumulative
emissions budget in a target for the year 2050 that would be required to reach if we sup-
pose that this climate target is achieved through a linear decrease of GHG emissions.
We compute the target in comparison with the 2010 emissions levels. These objec-
tive are for China, India, Russia, OPEC and ROW respectively +38%, +17%, —16%,
+155% and +18%. Our target for China gives in 2020 a reduction in Chinese GHG
intensity (i.e. GHG emissions divided by GDP) in 2020 with respect to 2007 levels by
—52% which is in line with the target defined by the Chinese government. In 2009, the
Chinese government committed to cut its CO; emissions per unit of GDP by 40-45%
of the 2005 levels by 2020 Yi et al. (2011). The allocation given to OPEC is necessary
to compensate the loss of energy exporting revenue and is close to the cumulative BAU
emissions that are equal to 40 GtC-eq.

The prices of permits are shown in Table 8.17.

Figure 8.3 below shows how the distribution of quota supplies by each group of
countries changes over the periods. One notices a relative stability of these ratios.
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Table 8.17 CO; price in
US$ per ton of CO,-

equivalent
2020 61
2030 81
2040 108
2050 145
30%
25% o
20% =
159 -
10% =
500 -
0% =
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FIGURE 8.3 Quotas supplied by countries in % at each decade

Comparing quotas and emissions we obtain the yearly transfers of emission rights
(positive means Sale, negative means Buy) shown in Table 8.18, OECD countries
(USA, EUR and OEC) are net buyers of permits, in contrary emerging and develop-
ing countries sale quotas. The main buyers of permits is the European Union whose
GHG abatement costs are high. Concerning the sellers side, China and OPEC are the
main actors. China benefits from large possibilities of reduction associated with lim-
ited abatement costs and OPEC can sell its generous allocations that have been given
to overcompensate the losses of energy exporting revenue.

For comparison we give in Table 8.19 the similar transfer values that have been
obtained in the “equity” solution based on TTAM-WORLD scenarios.

The costs borne by regions presented in Table 8.14 can be decomposed in three com-
ponents 1) the domestic cost of abatement, 2) the gains or losses coming from the
terms of trade (i.e. the imported cost/gain), 3) the buying or selling of permits. This
decomposition is displayed in Figure 8.4, it shows that for India and Russia large posi-
tive transfers of permits are required to compensate the abatement cost of GHG. In the
case of OPEC the selling of permits allows also a reduction of the important losses of
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Table 8.18 Net selling (+) or buying (-) of quotas by countries at each decade

in GtC-eq
2011-2020 2021-2030 2031-2040 2041-2050 2011-2050

USA —0.58 —0.53 =058 —0.69 —2.39
EUR —2.84 —2.98 —3.26 —3.56 —12.64
OEC —0.94 —0.96 —1.02 —1.12 —4.04
CHI 2.25 1.92 1.85 1.93 7.94
IND 0.47 0.52 0.55 0.58 2.12
RUS 0.36 0.45 0.55 0.63 1.98
OPE 0.92 1.16 1.43 1.66 5.17
ROW 0.36 0.43 0.50 0.57 1.85

World 0.00 0.00 0.00 0.00 0.00

Table 8.19 Net selling (+) or buying (=) of quotas by coun-
tries at each decade in GtC-eq, in TIAM-WORLD equity

solution
2020 2030 2040 2050

USA —0.66 —1.37 —2.34 —2.46
EUR —0.63 —1.44 —2.38 —2.67
OEC —0.09 —0.38 —0.73 —0.56
CHI 0.42 1.40 2.62 4.59
IND 0.12 0.50 0.24 —0.26
RUS —0.12 0.14 0.46 0.84
OPE 0.55 0.31 1.06 1.15
ROW 0.41 0.84 1.07 —0.62

energy export revenues. China is the only region where the gains from terms of trade
represent an important share in the aggregated cost. In industrialized regions the trade
of permits represents a cost. This cost is significant for European Union and Other
OECD regions. In contrary, the buying of quotas represents a small share of the total
cost borne by USA.

8.4.7 Interpretation of the Results Obtained in this Game
Theoretic Approach

The optimisation based approach implemented with the TTAM-WORLD / PLASIM-
ENTS coupling and the game design approach implemented with the GEMINI-E3 /
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USA EUR OEC CHI IND RUS OPE ROW

| = Quotas buying GTT = Abatement Costs |

FIGURE 8.4 Decomposition of the surplus losses in % of BAU discounted household consump-
tion

PLASIM-ENTS coupling are not directly comparable. Indeed, even the way one com-
putes the safety budget is different in each approach. In the first case one optimizes the
energy model over a time horizon reaching 2100 and one imposes a radiative forcing
constraint on that final time, whereas in the second case one imposes a temperature
change limit in 2050, temperature change which is considered as compatible with an
increase of SAT less than 2°C in 2100. We see that this second approach led to a lower
global budget. The energy technology options are less efficient in GEMINI-E3. For
example, production of electricity from biomass with carbon capture and sequestra-
tion is very present in TTAM-WORLD and used in many regions, whereas this option
does not exist in GEMINI-E3. This means that the abatement costs are much higher in
the second case.

In addition, the emission trajectory used in GEMINI-E3 considers higher emission
abatement at the beginning of the horizon compared to the optimal trajectory com-
puted in TIAM-WORLD. Although expensive, these reductions raise the question of
“when” abatement should occur. While early abatement is expensive, hence the trend
to delay emission reductions in optimal strategies, early abatement might be also con-
sidered as safer than late abatement given the uncertainties in both the long term
commitments of the countries and the impacts of climate change.

The consideration of a Nash equilibrium for the game of allocation of quotas should
make this approach more acceptable to the parties in the negotiation. The ratios are
higher in this second approach; they have not been computed in exactly the same
way. The household consumption is not very different from GDP; however the game
includes in the payoffs the gains from the terms of trade and this, with the higher abate-
ment cost, could explain the larger values of the ratios that serve to find the optimal
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solution (maxmin sharing). With all these differences the proximity in the sharings
proposed in the two approaches is interesting to observe.

8.5 CONCLUSION

In this study we have used two complementary approaches to evaluate a possible fair
sharing of the burden of keeping climate change inside a tolerable region. The outcome
of negotiation is assumed to be reduced to the definition of a fair sharing of a safety
emission budget. To evaluate this budget we have used first an emulator of a com-
plex climate model, PLASIM-ENTS coupled with either a bottom-up energy model,
TIAM-WORLD, or a top-down general equilibrium model GEMINI-E3. Using these
different models we have defined two ways to assess the net benefit, expressed in terms
of a ratio of surplus over GDP or household consumption. The surplus is computed
after the establishment of an “optimal international emissions trading market”. Then
we were able to find the sharing of the safety emissions budget that would maximize
the minimum of these ratios. In the case of TTAM-WORLD we could allocate the quo-
tas of each player, in each period so that all these ratios are equal, in each period.
In the second approach, we used statistical analysis of a sample of numerical simula-
tions performed with GEMINI-E3 to define the payoff functions of the players/regions
in a non-cooperative game of strategic allocation of their shares of the safety emis-
sion budget, as quotas for each period in the international emissions trading system.
This second way of organizing the market has the advantage of avoiding the (restric-
tive) assumption that a benevolent planner determines the allocation of quotas for
each player at each period; it should therefore be more acceptable in the negotiation
process.

Doing this analysis with two large-scale techno-economic models coupled with
an emulator of an advanced moderate complexity climate model we made the
following observations that could be important for the forthcoming climate
negotiations:

(i) The mid-term (2010-2050) costs of the climate abatement strategies to keep
the long term temperature increase below 2°C remain moderate: at the worldwide
level, the cumulative discounted abatement cost in percentage of cumulative and
discounted GDP is equal to 0.16% with TIAM-WORLD and 0.46% with GEMINI-
E3. The difference between bottom-up and top-down, the latter indicating a larger
cost for a same mitigation policy, is well established and documented Wilson and
Swisher (1993). A possible factor explaining this difference is the inclusion in bottom-
up models of very low cost emission reduction possibilities IPCC (2001). In fact
the mitigation policies are different in the two approaches. The 2°C PLASIM-ENTS
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temperature constraint in 2100 is applied in TTAM-WORLD, giving an emissions bud-
get of 484 GTC; whereas in GEMINI-E3, RCP2.6 is assumed (which gives 1.45°C
PLASIM-ENTS warming in 2050), and provides emissions budget of 424 GTC. Notice
that the RCP2.6 emissions profile was only used to evaluate the safety budget. The
actual emissions will be the result of the negotiation, i.e. the result of the Nash
equilibrium in the game of quotas. Running the same game model with an emis-
sion budget of 484 GTC would give abatement costs with GEMINI-E3 that are much
closer to those evaluated by TIAM-WORLD. So the GEMINI-E3 / PLASIM-ENTS
assessment was more conservative and cautious given the low climate sensitivity
of PLASIM-ENTS. However these two approaches show that to reach the 2°C tar-
get as defined by EU seems feasible with reasonable economic costs over the time
horizon 2050. It is important to remember that these costs, over 2010-2050, rep-
resent only one part of the total abatement costs needed to respect the 2°C target.
Indeed, abatement must be pursued after 2050, with corresponding costs to be
considered.

(ii) A crucial issue is to identify the distribution of the burden that equalizes and lim-
its high costs of implementation; we have shown that the models currently available
can provide some valuable insights when they are associated with some optimiza-
tion or game design meta-models. We also demonstrate that the implementation of
a global market of tradable permits is a relevant economic instrument that could help
to achieve the burden sharing. The first steps of the The EU Emissions Trading Sys-
tem and its extension to new partners could be the presages of a worldwide trading
scheme.

(iii) In the two approaches developed in this paper the models TTAM-WORLD and
GEMINI-E3 coupled with PLASIM-ENTS give some common conclusions: (a) OECD
countries are net buyers of permits and the contributions computed by our mod-
els are close to the existing commitments or propositions made by OECD countries;
(b) Emerging and developing countries are net sellers; they will be helped by
the organization of international emissions trading systems, on which they can
play strategically with their shares of the safety emissions budget; (c) China
is an essential player as it received more than 25% of the budget in all
cases.

(iv) The agreements analyzed in this paper considered a limited number of players,
compared to the 197 countries involved in the UNFCCC negotiations. The need to
define a more limited forum to discuss the type of agreement architecture proposed in
this paper might deserve some more attention. The Group of Twenty (G20) might be
a possibility: in 2010, the G20 members represent 76% of global GHG emissions and
almost 90% of global GDP.

Finally, our analysis demonstrates the potential for using statistical emulation and
meta-modelling techniques to derive more realistic representations of the poten-
tial costs and benefits associated with various possible international environmen-
tal agreements, including the effects of non-cooperative behaviour of agents. The
construction of statistical emulators from large ensembles of model simulations to
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cover a wider range of possibilities, and comparison between models of different
structures, can play an essential role in assessing the multitude of related uncer-
tainties. Further work is needed in this area to identify the most robust forms of
agreements.
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NOTES

1. We assume that this corresponds to a 3.75 W/m? radiative forcing.

2. Using the conversion factor of 3.67 t CO; per t C, the cumulative emissions are 272 GtC
and 391 GtC respectively.

3. At the Durban Climate Change Conference - November/December 2011 - the importance
of emissions trading and project-based mechanisms in continuation of the Kyoto Protocol.
See http://unfccc.int/resource/docs/2011/cmp7/eng/ 10a01.pdf

4. All information about the model can be found at http://gemini-e3.epfl.ch, including its
complete description.

5. We test the local stability of this equilibrium (called 9]?‘) by varying the 6; around this
equilibrium. We simulate all the solutions in the range [9;’-0.02; 9]?'+0.02] with a step of

0.01. Tt gives 57 (78125) runs with 6,5,y = 1 — 6.
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CHAPTER 9

CLIMATE CHANGE AND
SECOND-BEST ABATEMENT IN
A MULTIREGION WORLD WITH

ENDOGENOUS GROWTH

ALFRED GREINER

9.1 INTRODUCTION

THE Intergovernmental Panel on Climate Change (IPCC) estimates that the global
average surface temperature has increased by 0.6 & 0.2°C over the 20th century. It
is very likely! that the 1990s was the warmest decade since 1861 (IPCC, 2001, p. 26).
Looking at the period 1995-2006, one realizes that 11 years out of that time frame
were among the 12 warmest years since 1850 (IPCC, 2007). According to NASA data
the year 2010 was the warmest year ever since mankind began to record the average
surface temperature on Earth (see also Hansen et al., 2010). Besides the rise of the sur-
face temperature, it is likely that statistically significant increases in heavy and extreme
weather events have occurred in many mid- and high-latitude areas, especially in the
Northern Hemisphere.> Changes in the climate system occur as a result of both internal
variability within the system and as a result of external factors that can be either natu-
ral or anthropogenic. But natural factors have made little contributions to the climate
change that has been observed over the past century. Instead, there is strong evidence
that most of the warming observed over the last 50 years is the result of human activ-
ities. In particular, the emission of greenhouse gases (GHGs), such as carbon dioxide
(CO;) or methane (CHy4) just to mention two, are considered as the cause of global
warming and these emissions continue to change the atmosphere in ways that will
affect climate on Earth.
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In the environmental economics literature there exist numerous contributions that
study the interrelation between economic growth and environmental degradation (for
a survey see, e.g., Smulders, 1995; Hettich, 2000). These studies are rather abstract
because they intend to derive general results in analytical models. It is assumed that
economic activities lead to environmental degradation and, as a consequence, reduce
utility and/or production possibilities. The question then arises how government poli-
cies can improve the environment and how such measures affect the growth rate and
welfare of economies.

On the other hand, there exist studies that try to evaluate the effects of global warm-
ing (see, e.g., Nordhaus, 1994; Nordhaus and Boyer, 2000; Deke et al., 2001; Kemfert,
2001; Tol, 2003; Stern, 2006; and for a survey IPCC, 1996, 2007; Tol, 2008). For exam-
ple, in Nordhaus and Boyer (2000) different abatement scenarios are analyzed where
the growth rate of the economy is assumed to be an exogenous variable and the results
are compared with the social optimum. In this study it is shown, among others, that
in all scenarios carbon taxes rise over time. Other studies dealing with global warming
are cost—benefit analysis, which also take the growth rate of economies as an exoge-
nous variable. These studies, then, compute the discounted cost of reducing GHG
emissions and confront them with the discounted benefit of a lower increase in the
GHG concentration. Examples of such studies are Tol (2001) and Hackl and Pruckner
(2002).

A great problem arising when one intends to study the economic consequences of
global warming is the uncertainty concerning the damages caused by a change of the
Earth climate. The IPCC estimates that a doubling of CO,, which goes along with an
increase of global average surface temperature between 1.5 and 4.5 °C, reduces world
GDP by 1.5 to 2% (see IPCC, 1996, p. 218). This damage is obtained for the economy in
steady state and comprises both market and nonmarket impacts. Nonmarket impacts
are direct reductions of people’s welfare resulting from a climate change. But, of course,
it must be repeated that there is great uncertainty in social cost estimates, especially as
concerns the direct impact of climate change on individuals’ utility. Tol (2008) presents
a meta-study that summarizes about 200 studies that deal with climate change and
compares the social cost of climate change in these contributions.

In this chapter we intend to bring together models of endogenous growth and mod-
els dealing with changes in the climate on Earth. The difference between our chapter
and many contributions on economic growth and the environment is that we use
insights from physics to model the environment, where we focus on the problem of
global warming. Further, we resort to a reduced type of endogenous growth model
with a constant marginal product of capital (AK approach). Starting point of our
contribution is the approach by Greiner (2004), where optimal abatement ratios are
derived assuming that the world is composed of one country. That model is extended
by allowing for different regions where we closely follow Greiner (2005).

The rest of our contribution is organized as follows. In the next section we give a
brief survey of macroeconomic models featuring climate change where the interaction
of different countries is taken into account. In Section 9.3 we describe the interre-
lation between the economic system and the climate system, where we first describe
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the climate module that is integrated into an endogenous growth model and then
describe the economic framework. Section 9.4 analyzes the open-loop equilibrium for
the non-cooperative case and Section 9.5 gives the second-best solution when the world
cooperates. Section 9.6 summarizes the main conclusions.

9.2 CLIMATE CHANGE IN MACROECONOMIC
MODELS OF INTERACTING COUNTRIES

A good and exhaustive survey of dynamic games in economic models dealing with
environmental degradation is given by Jorgensen et al. (2010). Most game theoretic
approaches in economics, however, are microeconomic models that analyze the inter-
relation of several heterogeneous agents. Nevertheless, there also exist macroeconomic
approaches with heterogeneous countries that study the impact of different envi-
ronmental policies in the economies under consideration. In this section we give a
brief survey of macro models that deal with climate change taking into account that
economies are heterogeneous as regards their output, their contribution to worldwide
GHG emissions, and with respect to the damages they suffer from global warming.

The models that analyze the evolution of economic variables taking into account
global warming are rather complex. Often, many players are involved in generating a
high-dimensional dynamic system to be analyzed. Therefore, numerical techniques are
frequently resorted to in order to gain insight into the evolution of economies. The goal
is to detect cooperative and noncooperative solutions and to compare the outcome of
these two strategies in terms of economic output, consumption, and welfare and as
regards emission of GHGs.

An early approach by Scheffran and Pickl (2000) sets up a game theoretic model
where they study a Joint Implementation program to find how cooperation between
industrialized and developing economies affects output and GHG emissions. The
paper derives conditions such that cooperation between industrialized and developing
countries reduces costs compared to noncooperation, where the goal of the industri-
alized countries is to reduce emissions to a certain degree while developing countries
aim to raise their output. Both economies have different technologies as regards their
emissions of GHGs and with respect to their costs. Cooperation is measured through
transfers of technology and through capital flows from the industrialized to the devel-
oping economy. In two other papers, Scheffran (2000, 2000a) analyzes effects of
transferring a reduced-emission technology in the developing country with financial
support from the industrialized economy. The model is then solved with the help of
simulations to derive energy consumption, economic output, emissions, investment,
and technological progress.

The effects of international treaties on climate change, such as the Kyoto Protocol,
for example, have been analyzed in Bosello et al. (2003). These authors study how
the equity criterion affects the decision of developing countries to participate in an
international treaty on GHG reduction. One criterion is equal average abatement costs,
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another is equal per capita abatement, and the last is equal abatement costs per unit of
output. The analysis of that model demonstrates that the adoption of any of the three
criteria increases profitability of a climate agreement but not its stability. A Pareto-
optimal transfer mechanism is also proposed that, however, does not lead to a global
agreement on global warming.

New technologies that result from research and development (R&D) play an impor-
tant role in reducing GHG emissions and the cost to do so. Bosetti et al. (2006, 2008)
developed the so-called World Induced Technical Change Hybrid (WITCH) model to
evaluate the effects of international knowledge flows as concerns the R&D sectors as
well as with respect to other economic and environmental variables. Technological
change is endogenous and depends on climate policy and on international spillovers
among other factors, where learning by doing is an important driver of technical
change. Computing open-loop noncooperative solutions, it has been demonstrated
that there exist incentives to free ride on carbon-free investment which leads to a delay
in the introduction of GHG reducing technologies. As investment costs decline, due
to learning by doing, new technologies are introduced faster. The chapter demon-
strates that emissions in the cooperative situation are drastically smaller compared to
the noncooperative situation.

The role of international technology transmission concerning new and more effi-
cient technologies to produce energy has also been studied by Bosetti et al. (2008) with
the help of the WITCH model. There are international knowledge spillovers that allow
to analyze the cost reductions that result from a rise in the diffusion of knowledge. The
analysis shows that the endogenization of international energy R&D spillovers raises
the incentives to free ride and leads to less R&D in new energy-producing technolo-
gies. Consequently, neither the overall domestic knowledge nor the cost of stabilizing
the world GHG concentration in the atmosphere are greatly affected. But the cost of
stabilizing the GHG emissions can be reduced to a great degree by implementing a sta-
bilization policy that should use a global permit market that should be combined with
a technology policy that helps to disseminate knowledge, in particular to economies
with low incomes.

In the next section we present a simple model of endogenous growth with hetero-
geneous economies where we integrate a simple energy balance model to allow for
climate change.

9.3 GLOBAL WARMINGIN A SIMPLE
ENDOGENOUS GROWTH MODEL

In this section we present our model where we first describe the climate module and
then the economic framework into which this module is integrated.
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9.3.1 The Climate Module

As regards the change in the average global surface temperature we adopt the simplest
climate module where the climate system of the Earth is modeled in terms of its global
energy balance, which is done by so-called energy balance models (EBMs). Here, we
follow Roedel (2001), Chapter 10.2.1 and Chapter 1 (see also Henderson-Sellers and
McGulffie, 1987, or Gassmann, 1992; a more complex presentation can be found in
Harvey, 2000).

According to an EBM the change in the average surface temperature on Earth can be
described by the following equation:
M(z)

dT .
d(tt) Cp = T(t) c,=Sp— HEg(t) — Fn(1) + B2 (1- 5)6.311’1 T, T(0) =Ty, (9.1)

with T(t) the average global surface temperature measured in Kelvin, with 273 Kelvin
equal to 0 °C, and ¢, the constant heat capacity of the Earth with dimension Jm=2K~!
(Joules per square meter per Kelvin, where 1 Watt is 1 Joule per second). Note that
the heat capacity is the amount of heat that needs to be added per square meter of
horizontal area to raise the surface temperature of the reservoir by 1 Kelvin. Sg is the
solar input, Hg(¢) is the nonradiative energy flow, and Fn(t) = F1 (t) — F | (¢) is
the difference between the outgoing radiative flux and the incoming radiative flux. The
variable M(t) denotes the concentration of GHGs in the atmosphere and M, is the
preindustrial level of GHGs.

Sk, Hg(t), and Fx(t) have the dimension Watt per square meter (Wm~2). F1 follows
the Stefan-Boltzmann equation, which is3

Ft=eor T4, (9.2)

with € the emissivity, which gives the ratio of actual emission to blackbody emission.
Blackbodies are objects that emit the maximum amount of radiation and that have
€ = 1. For the Earth € can be set to € = 0.95. ot is the Stefan-Boltzmann constant,
which is given by o = 5.67 1078 Wm™~2K~*. Further, the ratio F1 /F | is given by
F4 /F]=109/88. The difference Sg — Hg can be written as Sp — Hg = Q(1 — a1), /4,
with Q = 1367.5 Wm 2 the solar constant, &; = 0.3 the planetary albedo, determining
how much of the incoming energy is reflected by the atmosphere, and o, = 0.3 captures
the fact that a part of the energy is absorbed by the surface of the Earth.

A rise in the emissions of GHGs results in an increase in the concentration of GHGs
in the atmosphere which leads to the greenhouse effect of the Earth. The effect is
obtained by calculating the so-called radiative forcing, which is a measure of the influ-
ence a GHG, such as CO; or CHy, has on changing the balance of incoming and
outgoing energy in the Earth—atmosphere system. The dimension of the radiative forc-
ing is Wm™2. For example, for CO, the radiative forcing, which we denote as F, is
given by

F=6.3In(M/M,), (9.3)
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with M the actual CO, concentration, M, the preindustrial CO; concentration and
In the natural logarithm (see IPCC, 2001, pp. 52-53). The chapter of CO; is given in
parts per million (ppm). For other GHGs other formulas can be given describing their
respective radiative forcing and these values can be converted in CO; equivalents. In
this chapter we assume that all GHGs have been converted into CO; equivalents so
that the term 6.31In(M/M,) in equation (9.1) captures the effect of all GHGs in the
atmosphere.

The parameter $, in (9.1) is a feedback factor that captures the fact that a higher
CO;, concentration affects, for example, atmospheric water vapor, which has effects
for the surface temperature on Earth. §, is assumed to take values between 1.1 and 3.4.
The parameter &, finally, takes into account that £ = 0.3 of the warmth generated by the
greenhouse effect is absorbed by the oceans, which transport the heat from upper layers
to the deep sea. In equilibrium, that is, for T=0, (9.1) gives a surface temperature of
about 288.4 Kelvin which is about 15°C for the preindustrial GHG concentration, i.e.,
for M = M,.

The heat capacity of the Earth, ¢, is largely determined by the oceans since most of
the Earth’s surface is covered by seawater. Consequently, the heat capacity of the oceans
can be used as a proxy for that of the Earth. Thus, ¢, is given by ¢, = py ¢,y 0.7, with p,,
the density of seawater (1027 m~> kg), cw the specific heat of water (4186]kg_1 K™D,
and d the depth of the mixed layer which is set to 70 meters. The constant 0.7 results
from the fact that 70% of the Earth are covered with seawater. Inserting the numerical
values, assuming a depth of 70 meters and dividing by the surface of the Earth gives
¢ = 0.1497.

When we set 8, = 1.1 and assume a doubling of CO, we get that in equilibrium the
average surface temperature rises from 288.4 to 291.7 Kelvin, causing a temperature
increase of about 3.3°C. This is in the range of IPCC estimates, which however, are
obtained with more sophisticated Atmosphere—Ocean General Circulation Models and
that yield increases between 1.5 and 4.5 °C as a consequence of a doubling of the GHG
concentration on Earth (IPCC, 2001, p. 67).

To summarize this discussion we can rewrite the EBM as

. 1367.5
T(t) e, =

M
0.21-0.95 (5.67107%) (21/109) T* +4.8511n o TO) ="To. (94)
o
Next, we describe the interrelation between economic activities and the change in
the average global surface temperature.

9.3.2 The Economic Framework

As regards the economic system we consider different regions i, i = 1,...,n, where
aggregate per capita production in each region takes place according to the following
function:

Yi = A;K;D{(T — T,), (9.5)
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with Y; per capita production in region i, A; a positive constants, and K; a com-
posite of human and physical capital. D;(T — T,) is the damage function giving the
decline in aggregate per capita production in country 7 as a result from deviations
of the actual temperature from the preindustrial temperature, T,. Note that, strictly
speaking, the damage of the temperature increase is given by 1 — D;( - ). The assump-
tion of a continuous function D;(T — T,) is justified only provided the increase in the
average surface temperature does not exceed a certain threshold because for higher
temperature increases catastrophic events may occur, going along with extremely high
economic costs which are difficult to estimate. An example would be the break down
of the Gulf Stream, which would dramatically change the climate in Europe. Therefore,
one should keep in mind that the analysis assuming a function like D;( - ) makes sense
for temperature increases only within certain bounds.

Further, we should also like to point out that AK models are very sensitive with
respect to the parameters. We do not intend to make calibrations but we intend to
get insight into the structure of the model and to see how certain climate policies affect
economies qualitatively. This should be kept in mind in the interpretation of the results
derived in the next sections.

As regards the function D;(T — T,) we posit that it is continuously differentiable and
that it satisfies

T D ©9
where
alg’;' ) = Di(+) <0, (9.7)
Accumulation of per capita capital is given by
0K .
37 = K= AiKiDi(-)(1 — ¢ — t,i) — (8i + i) K;, (9.8)

where ¢; denotes the consumption share in region i and tp; is the abatement share.
The population growth rate in region i is given by n; € (0,1) and §; € (0,1) is the
depreciation rate of capital.

We take as a starting point the Solow-Swan approach with a given consumption and
saving share because we want to focus on effects resulting from climate changes that
affect production as modeled in equations (9.5)—(9.7) and therefore neglect effects
resulting from different preferences. From equations (9.5) and (9.8) we see that the
gross marginal product of private capital, which equals the interest rate in our econ-
omy, is equal to A;D;( -) and that the climate change that leads to deviations from the
preindustrial temperature affects the level of production as well as the growth rate of
capital and production.

With respect to GHG emissions we suppose that these are a by-product of produc-
tion. In addition all emissions are expressed in CO; equivalents. Thus, emissions are
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a function of per capita output relative to per capita abatement activities. This implies
that more production goes along with higher emissions for a given level of abatement
spending. This assumption is frequently encountered in environmental economics
(see, e.g., Smulders, 1995). It should also be pointed out that the emission of GHGs
does not affect production directly but only indirectly by raising the concentration of
GHGs in the atmosphere, which affects the climate of the Earth and which leads to a
higher surface temperature and to more extreme weather situations.
Emissions in region i are given in our model by

- Y: Yi . Yi
Eiz(al 1) =<i> , (9.9)
B; B,

with B; per capita abatement, where B; = tp; Y}, and y; > 0 and a; > 0 positive con-
stants. The parameter a; gives a technology index that shows how polluting a given
technology is. For large values of g; a certain level of production and abatement go
along with high emissions implying a relatively polluting technology and vice versa.
Concentration of GHGs, M, evolves according to the following differential equation

M= B E—puM,M(0) = M. (9.10)
j=1

where p is the inverse of the atmospheric lifetime of CO;. As to the parameter © we
assume a value of u = 0.1 which is in the range given by the IPCC, who consider
@ € (0.005,0.2) (see IPCC, 2001, p. 38). B captures the fact that a certain part of
GHG emissions are taken up by oceans and do not enter the atmosphere. According to
IPCC the parameter 8, can be set to 81 = 0.49 for the time period 1990-1999 for CO,
emissions (IPCC, 2001, p. 39). Thus, our model economy is completely described by
equations (9.4), (9.8), and (9.10), with emissions given by (9.9).

In the next section we first analyze the noncooperative world where we compute the
open-loop Nash equilibrium.

9.4 THEOPEN-LooOP EQUILIBRIUM IN
CASEOFNONCOOPERATION

The Starting point of our analysis is the assumption that each region maximizes inter-
temporal utility resulting from per capita consumption where we assume a logarithmic
utility function. This leads to the following optimization problem in each region i =
1,..,n:

TB,i

o0
max/ e Pilln (¢ A;K;D;(-))dt (9.11)
0
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subject to (9.4), (9.8) and (9.10) with ¢;A;K;D;( - ) = C; per capita consumption. In
denotes the natural logarithm and p; is the discount rate.
The current-value Hamiltonian for this problem is given by

n a: \Yi M
H;(-) =In(qA;KiD;(-))+Xx1i| B Z (T—J) —uM | +ra, (kl — kT +ksIn M)
— Bj 0
=1

+23,i (Ai K Di(-)(1 — ¢; — i) — (8;i + 1) Kj), (9.12)

with ki = ¢, '0.21-1367.5/4, kp = ¢; 10.95(5.67107%) (21/109), and k3 = 4.851¢; .
Aki» i =1,2,3, denote the shadow prices of M, T, and K; in region i respectively and
Ej=al'Y!B;"" are emissions.

It should be noted that the shadow prices A} ; and X, ; are negative while A3 ; are
positive. Necessary optimality conditions are obtained as

8:[;(3’;) =A1iB1(— Vi)ﬂfiflg_,f/i_l — A3,iAiKDi(-) =0, (9.13)
Ari= (it ) hyi— A iksM™! (9.14)
A= pidai—Dj(+)/Di+haiky 4 T = A3 A K; Di(-)(1 — ¢ — T8,1) (9.15)
Aai=(pi+8i+m)hsi—K ' —A3;AiDi(-)(1— i — T5,0). (9.16)

1

In addition, the limiting transversality condition lim;— e (A1 ;M + Ap;T +
A3,;K;) = 0 must hold, too.

The optimal abatement activities (as a ratio to GDP) in each region are obtained
from equation (9.13) as

TBi = (9.17)

A\ 1/(47)
o _ Bi(—Avi)yial
A3,iAiKiD;i(-)

Equation (9.17) demonstrates that 7g; is higher the more polluting the technol-
ogy in use is, which is modeled in our framework by the coefficient a;. Consequently,
economies with more polluting production technologies have higher optimal abate-
ment shares than those economies that produce with cleaner technologies. However,
this does not mean that economies with cleaner technologies have more emissions.
This is the case because, on the one hand, the higher abatement share may not be suffi-
ciently high to compensate for the more polluting technology. On the other hand, the
second-best abatement share also depends on X ;, A3 ; and the level of physical capital
K;. In addition, from the expression for 73 ; we also realize that the higher the absolute
value of the shadow price of the GHG concentration, |11,|, the higher the abatement
share will be set in optimum.

In the following we confine our analysis to the steady state or balanced growth
path (BGP), which is defined as a path such that T=M=0 and K/K = Cy, with
M > M, and C; > 0 a positive constant. This definition contains several aspects. First,
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we require that the GHG concentration and the temperature must be constant along
a BGP which is to be seen as a sustainability aspect. Second, there is ongoing growth
with a constant growth rate of per capita capital over time, which implies that all other
economic variables, such as GDP and consumption, also grow at constant rates that are
equal to those of capital. Third, we consider only balanced growth paths with a GHG
concentration that is larger than or equal to the preindustrial level. This requirement
is made for reasons of realism because the GHG concentration has been rising mono-
tonically over the last decades so that it is not necessary to consider a situation with a
declining GHG concentration.

Our model is relatively complex. Therefore, to gain insight into the structure of
our model we use numerical simulations and we limit our considerations to three
regions. We consider two relatively highly developed regions where one region is pro-
ducing with a relatively clean technology and the other uses a relatively polluting
technology. As an example, one may think of the European Organisation for Economic
Co-operation and Development (OECD) countries as the first region and of the United
States as the second region. The third region is given by low-income countries with a
technology that is more polluting than the other two regions. We set a; =3.75107%. a,
is double as large as a, thatis, aj = 7.5 104, and a3 is four times as large as ay, that is,
a3 = 0.003. These relations roughly reflect the situation in European OECD countries
relative to the United States and relative to low-income countries in 1995 (see Nord-
haus and Boyer, 2000, Table 3.1). The parameter y;, i = 1,2,3, is set to one in all three
regions, thatis, y;=1,i=1,2,3.

With respect to the damage function D;(T(t) — T,) we assume the following
function

D= (14 m(T—T)2) ", mib; >0, (9.18)

which fulfills the requirements of (9.6). The damage caused by a higher GHG con-
centration is assumed to be the same for the first and second regions and about three
times as high in the third region for a doubling of GHGs which is achieved by setting
the parameter values to the following numerical values: m; = m,; =0.0013,b; = b, =1
and m3 = 0.0087, b3 = 0.5. These values imply that an increase of the average surface
temperature by 3°C as a result of a doubling of GHGs goes along with a damage of
about 1.2% in regions 1 and 2. A rise of the temperature by about 6 °C implies a dam-
age of roughly 4.5%. As regards the third region the damage is assumed to be 4% for
an increase of the temperature of 3°C and it amounts to about 13% when the tem-
perature rises by 6°C. It can be stated that these values roughly reflect the situation
in European OECD countries, in the United States and in low-income countries (see
Table 1 in Hackl and Pruckner, 2003).

We also posit that the damages are not the same in the regions because of differences
in the state of development. For example, in developing countries people are less pre-
pared for possible catastrophes than in developed countries because they cannot afford
to invest in preventive measures. In addition, poor countries depend more heavily
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on agricultural production and have fewer means to compensate losses in agricul-
ture compared to highly developed countries. Therefore, the consequences of climatic
changes are more dramatic in less developed countries.

The subjective discount rate is assumed to be the same in the three regions and we
set it to 3%, that is, p; = 0.03, i = 1,2, 3. We assume that the discount rates are identical
in all regions because we want to focus on growth effects resulting from the supply
side which is affected by a temperature increase and because we are not interested in
differences resulting from different preferences. If the discount rates were different this
would lead to differences in growth rates even if the effects of the temperature increase
in the regions were the same, which would complicate the analysis. The growth rates
of the population are assumed to be zero in the first two regions, n; = n, =0, and 2%
in the third less developed region, n3 = 0.02.

Finally, the marginal propensity to consume is set to 80% in all three regions, ¢; =
0.8, i =1,2,3. The marginal product of capital in the second region is assumed to be
larger than in the first region and the latter is larger than in the third region and we
set A} = 0.35, A; = 0.5, and A3 = 0.25. This implies a higher marginal product of
capital in the second region compared to the first and third. Depreciation rates are
set to §; = 8, = 0.04 in regions 1 and 2 and §3 = 0.01 in region 3. With this, we
acknowledge that depreciation of capital is higher in those regions with higher income.

Setting ¢; := X3,; - Kj, a BGP is given by the solution of the following equations:

3 .
ﬂlz<:—j> —uM =0 (9.19)

j=1 B,j

M
ki—kT*+ ksln v 0 (9.20)

o
i (Ki/Ki+43,i/23,1) =0 (9.21)
(pi+ ) Ari—roiksM ™' =0 (9.22)
pir2,i— Di(-)/Di+ryika 4T — ¢; A; Di(-)(1 — ¢;— Tp,;) =0, (9.23)

where 7. = ((B1(— A1,)a1)/(h3,:AiK:Di(-)))™, i = 1,2,3. Equation (9.19) follows
from (9.10) and (9.20) follows from (9.4) and equation (9.21) is obtained by combin-
ing (9.8) and (9.16) and (9.22) and (9.23), finally, are obtained from the two equations
(9.14) and (9.15). It should be noted that a constantly rising capital stock goes along
with a constantly declining (shadow) price of capital so that ¢; is constant on a BGP.
Solving equations (9.19)—(9.23) gives steady state values for the level of GHGs (M*),
for the temperature (T*), for the product of the capital stock and its shadow price
(¢*), and for the shadow prices of GHGs (1]), and of temperature (1), where we
denote steady-state values by a *. These variables, then, determine the balanced growth
rate in region i, which is given by ¢; = A;D;(- )(1 — ¢; — tB,;) — (8; + n;), with rg)i as
above. In Table 9.4.1 we give the result of our calculations for the three regions.
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Table 9.1 Average temperature, optimal abatement, GHG emissions and
balanced growth rates for region 1,2,3 (non-cooperative case).

™ 5 £ o1 P B 92 83 2 93

2931 029% 0.131 2.69% 0.38% 0.1949 551% 1.36% 02214 1.27%

Table 9.1 demonstrates that the region with the more polluting production technol-
ogy (region 2 in our model economy) has a higher abatement share than the region
with the cleaner production technology (region 1 in our model economy) if damages
caused by a rise in the average surface temperature are identical in the two regions.
But this does not mean that emissions in the region 2 are smaller than in region 1.
Hence, region 1 has fewer emissions than region 2, which demonstrates that the higher
abatement share cannot compensate for the less clean production technology.

When we take into account that both the production technology and the damages
caused by a rise in GHGs are different (comparing regions 2 and 3 of our model) one
can see that region 2 spends relatively less for abatement than region 3 (0.4% versus
1.4% in our example). In addition, region 3 has more emissions than region 2 although
the first spends a higher share of GDP for abatement.

As regards the increase in GHGs, we can state that with no cooperation GHGs rise
by about the factor 2.7 of the preindustrial level, implying an increase in the average
global surface temperature of 4.7 °C for the parameter values we assume.*

9.5 OPTIMAL SOLUTION IN THE
COOPERATIVE WORLD

In this section we compare the results of the last noncooperative world to the outcome
in the cooperative world.

The difference between the noncooperative world and the cooperative world is that
in the latter the planner maximizes joint welfare in all regions simultaneously. Thus, in
the cooperative world the optimization problem of the planner is given by

o0 n
—pt
max /0 e 1Y " wiln(GAK;D;(-))dt (9.24)
, =
subject to (9.8) and (9.10) with ¢;A;K;D;(-) = C; per capita consumption in region i.
In again denotes the natural logarithm and p is the discount rate. w; gives the weight
given to region i. It should also be mentioned that we do not call this situation a Pareto

optimum because in the Pareto optimum the social planner would also determine the
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savings rate, which is exogenous in our context. Therefore, this solution is to be seen
as a second-best solution.

To find the optimum we construct the current-value Hamiltonian which is now
written as

n n . y]
H()=Y wiln(GAKD;()) + A4 ﬂlz(ri) —puM

j=1 j=1

M
+As (kl —k T* + k31n ﬁ)

o0
n
+ Y he (A K Di(-)(1 = ¢ — ) — (8 + n))K)), (9.25)
j=1

with A4, A5 the shadow prices of M and T and X ; the shadow prices of K;. Again, A4
and X5 are negative while A¢ ; are positive.
The necessary optimality conditions are obtained as

i _—Yi—1
=MpBi(—yda] 1y — ke iAiKiDi(-) =0, (9.26)
h=(p+m)ha—rsksM™! (9.27)

n
As=Asp+Ask 4T — ZWJDJ’-( )/ D;
j=1

n
- Z)%,jAjKjDJ/'( )1 —¢—1Bj) (9.28)
=1

hei=(p+8i+n)hei—wiK ' —Aei AiDi(-)(1—ci—tgy).  (9.29)

Further, the limiting transversality condition lim;—coe ?"(A4M + AsT +
Z;’Zl %6,/Kj) = 0 must hold.
The optimal abatement ratios are obtained from equation (9.26) as

N\ 1/(14+y)
. (m(—mm?)

= (9.30)
A6, iAiKiD;( - )

TR =

One realizes that equation (9.30) is basically equivalent to (9.17) with the exception
that the shadow prices are different because the regions do not optimize separately in
the cooperative world.

Next, we proceed as in the last section to get further insight. That is, we consider
three regions; insert numerical values for the parameters; and then calculate the cor-
responding optimal abatement shares, GHG emissions, balanced growth rates as well
as the rise in GHG concentration and in the average global surface temperature. The
parameter values are as in the last section, with p = 0.03.
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Table 9.2 Average temperature, optimal abatement, GHG emissions and
balanced growth rates for region 1,2,3 (cooperative case).

™ T8 2] a1 P 12} 92 83 E3 93

290.7 057% 0065 2.75% 0.68% 0.11 559% 1.9% 0.155 1.41%

Again defining ¢; := A¢,; - K; a BGP is given by the solution of the following system
of equations:

3

Ay Tij —uM=0 (9.31)

j=1 \ Bj

M
ki — ky T* + k3 lnﬁ =0 (9.32)

0
¢i (Ki/Ki+ Ag,i/Aei) =0 (9.33)
(p+ W As—Asks M1 =0 (9.34)

n n
Asp+Askp 4 T — ZWJ’D}( -)/Dj— Zd)jAjD}( )1 —¢—1B;) =0, (9.35)
j=1 =1

where ‘Cg)j is given by equation (9.30). Table 9.1 shows the result with equal weight to
each region (w; =wy, = w3 = 1).

Comparing the outcome of the cooperative case with the noncooperative one, it can
be realized that the increase in the GHG concentration is smaller and, consequently,
the rise in the temperature is smaller. The GHGs rise by about the factor 1.6, giving an
increase in temperature of 2.3°C. This is the result of higher abatement shares in the
cooperative world which leads to smaller emissions in all regions.

One can also realize that GHG emissions are clearly smaller than in the noncooper-
ative case. In the region 1 emissions are 50% lower, in the region 2 44% lower and in
region 3 there are 37% fewer emissions compared to the noncooperative world. The
reason why emissions in regions 1 and 2 in the cooperative case are much smaller than
in the noncooperative case compared to region 3 is that shadow price of emissions for
the regions 1 and 2 in the cooperative case is much higher in absolute values than in the
noncooperative world because in the cooperative case regions 1 and 2 take into account
not only their own damages but also the damages caused region 3. In addition, growth
rates tend to be larger in the cooperative world where the highest increase is given for
the poor region. The higher growth rates are the result of the smaller increase in the
average surface temperature compared to the noncooperative world.
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Table 9.3 Average temperature, optimal abatement, GHG emissions and
balanced growth rates for region 1,2,3, with w3 =2w; = 2w, = 2.

0

T 7y Ey 91 8, E o)) 53 E3 Jo&)

2909 066% 0057 2.71% 0.78% 0.096 553% 16% 0.19 1.49%

Next, we analyze our model assuming that the welfare of the poor region receives
a higher weight than welfare of the rich countries. A possible justification for higher
weights of poor countries can be seen by applying the Rawls criterion according to
which welfare in an economy is determined by the poorest. Then, one can argue that
welfare in the poorest region should receive a higher weight. But of course, a strict
application of the Rawls criterion would require to maximize welfare of only the poor-
est region which, however, would not be a cooperative solution. In Table 9.2 we analyze
our model assuming that welfare in region 3 gets a weight that is double the weight
given to welfare in regions 1 and 2, that is, w3 = 2w = 2w, = 2.

Now, region 3 has a smaller optimal abatement share and higher emissions if welfare
of that region gets a higher weight, compared to the case where all three regions get the
same weight as Table 9.2 shows. As regards the other two regions one can see that they
have higher optimal abatement shares and smaller GHG emissions. As a consequence,
the growth rates in regions 1 and 2 tend to fall while that in region 3 tends to rise.

9.6 CONCLUSION

In this chapter we have integrated a simple climate module into a basic endogenous
growth framework to highlight the interaction between climate change and economic
growth.

Analyzing our model we found, among other things, that countries with more pol-
luting technologies and higher damages resulting from climate change should spend a
higher share of GDP for abatement. But, nevertheless, these countries may still emit
more GHG emissions than countries with cleaner technologies and smaller damages
from a change in the average global surface temperature. The outcome could be derived
both for the noncooperative as well as for the cooperative world when abatement ratios
are second-best. This implies that economies with more polluting technologies should
invest relatively more in abatement spending but not so much that their emissions
attain that level of those countries with a cleaner production technology. The reason
is simply that more abatement leads to smaller growth, which has negative welfare
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effects. Hence, for example, countries such as China or India should invest in abate-
ment but their GHG emissions should not be as small as those of developed economies
with cleaner technologies. In addition, we could show that poor regions in our model
economy profit most from cooperation compared to the noncooperative case.

As regards the methodology, we used dynamic games where we computed open-loop
strategies. This implies that countries commit to a certain strategy at the initial point of
time, which may indeed be unrealistic. In fact, closed-loop strategies where countries
make their decisions as regards abatement policies dependent on the state seem to be
more realistic. Nevertheless, the qualitative results would not differ much from the
outcome obtained in this contribution so that the open-loop scenario can should not
be discarded as irrelevant. Further, there are other promising lines of research that
would give interesting insight into optimal strategies of countries such as the approach
by Brechet et al. (2011). There, it is assumed that countries stick to a fixed abatement
strategy for a certain period of time that is revised after that period depending on the
state of the environment at the end of the planning period.

NoTEs

1. Very likely (likely) means that the level of confidence is between 90 and 99 (66 — 90)%.
2. More climate changes are documented in IPCC (2001), p. 34.

3. In the following we delete the time argument ¢ as long as no ambiguity arises.

4. Setting u to a different value does not change the qualitative results; cf. Greiner (2005).
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CHAPTER 10

GLOBAL WARMING AND
R&D-BASED GROWTH IN A TRADE
MODEL BETWEEN
ENVIRONMENTALLY SENSITIVE
AND ENVIRONMENTALLY
NEGLECTFUL COUNTRIES

FRANCISCO CABO, GUIOMAR MARTIN-HERRAN,
AND MARIA PILAR MARTINEZ-GARCIA

10.1 INTRODUCTION

FuLL cooperation in a global environmental problem like global warming has proved
difficult to achieve both theoretically and in practice (see, e.g., Finus, 2001 and Barrett,
2003 for excellent books summarizing the literature on International Environmental
Agreement). Currently a group of countries is engaged in active policies to reduce
greenhouse gas (GHG) emissions, while the rest of the world’s countries are not com-
mitted to any abatement activities. This dichotomy between abating and non-abating
countries does not seem easy to overcome, at least in the foreseeable future. While all
abating countries are developed countries, the vast majority of non-abating countries
are developing or underdeveloped countries, although the reluctance of some devel-
oped countries (notoriously United States) to ratify the Kyoto Protocol is well known.

Considering that the two regions in question confront the problem of global warm-
ing differently, an immediate question arises: If the abating region reduces its emissions
of pollutants, would the non-abating region not have an incentive to increase its own?
Typically, considering carbon emissions as stemming from the use of a nonrenewable
fossil fuel, a decrease in the demand for this fossil fuel by the abating region would
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reduce its price, so creating an incentive for the non-abating region to increase its use
of this resource, and hence increasing carbon emissions (carbon leakage). Leaving aside
the link between fossil fuels and emissions, this chapter finds conditions to reverse the
carbon leakage hypothesis.

Emissions are linked to the production of final output, which uses a renewable natu-
ral resource, timber, as an input. Specialization in timber harvesting is more common
in developing countries, which usually are less inclined to acknowledge global warming
when taking production decisions. As stated in (Barbier, 2001), developing countries
(e.g., Indonesia, Malaysia, Brazil, Chile) are leading exporters in the international mar-
ket of forest products. The exports of most forest products (wood pulp and chapter,
wood-based panels and furniture) have expanded considerably over the last quarter
of the 20th century (Bulte and Barbier, 2005). For simplicity, this chapter considers
that timber is exclusively harvested in countries that ignore global warming, although
it is used as an input to produce final output in both regions. Therefore, part of this
harvesting is traded from the countries that neglect to the countries that acknowledge
global warming.

The effect of the forests on climate change comes mainly from their ability to remove
carbon dioxide from the atmosphere and store it in wood, leaves, and soil. It is esti-
mated that forests store more carbon than the entire atmosphere.1 In addition, forest
products are considered in this chapter as an input in the production of final goods.
Because forests contribute to the fight against global warming, they provide a dou-
ble dividend on the economy. First, they enhance the well-being of the individuals
in both regions by improving environmental quality. Second, forests help to alle-
viate the highly uncertain although undeniable effect of temperature rising on the
productive sector. In consequence, the forests can be regarded as a key element for
the sustainability of economic growth. In this chapter a sustainable growth path is
defined as an equilibrium where final output production and consumption grow at
constant rates, while the extent of forest resources, the emission of pollutants, and the
quality of the environment remain unchanged. This definition is in contrast with the
habitual requirement of a continuous decrease in emissions of pollutants along a sus-
tainable growth path, when these emissions are linked to the use of exhaustible fossil
fuels.

Because the emission of pollutants is a by-product of the economic activity, tech-
nological progress in goods production usually increases emissions (scale effect).
In consequence, sustainability further requires a parallel technological progress in
abatement, that is, a pure technique effect to reduce emissions (Brock and Taylor,
2006). In this chapter technology takes the form of an expansion in the number of
varieties of intermediate goods (see, e.g., Barro and Sala-i-Martin, 1999). The con-
tinuous increment in the number of these inputs enhances the production of final
goods. Furthermore, it is assumed that new intermediate inputs allow for higher
production without increasing emissions. It may be assumed that new inputs either
increase production causing no ulterior emissions or that they reduce the emissions
generated by previously existing intermediate inputs in exactly the same amount as
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emissions linked to a higher production rise (scale effect). Thus, the scale and tech-
nique effects exactly cancel out and sustainable growth becomes feasible. Bovenberg
and Smulders (1995) also attain an unbounded constant growth in consumption while
keeping emissions and the environmental quality unchanged when they consider a
“pollution-augmenting technological progress.”

Trade relationships are rarely taken into account in the literature on endogenous
growth and the environment. An exception is Eliasson and Turnovsky (2004), who
consider a country endowed with a renewable resource that is traded in exchange for
a consumption good. They study the resource curse for an endogenous AK model
with no innovative activities and no environmental problem. Cabo et al. (2006) stud-
ied the gains from cooperation for two regions related by a unidirectional trade of
an intermediate good and considered a global pollution problem. An analysis of how
technology diffusion through trade may influence economic growth can be found in
Cabo et al. (2008, 2012, 2013) for a renewable and an exhaustible natural resource,
respectively.

This chapter studies research and development (R&D)-based endogenous growth
in a two-region fully specialized trade model. Timber harvested in the region that
ignores global warming is traded in exchange for the new intermediate inputs discov-
ered in the region that acknowledges this phenomenon (this would be an extreme a la
Chichilnisky, 1994 North—South specialization). Trade is the transmission channel of
new technology from the region that disregards to the region that acknowledges global
warming. It is due to this trade that R&D activities in the innovative region are suffi-
cient to hold pollution in check and drive long-run growth, not only in this region, but
also in forest-endowed countries. The repercussion of this bilateral trade on the growth
rate of the two trading economies, their emissions of pollutants, and the environmental
quality are analyzed.

Two scenarios are compared. In a business-as-usual (BAU) scenario, no region
acknowledges the problem of global warming. This is a decentralized scenario charac-
terized by monopolistic producers in leading research countries that sell intermediate
goods both within these countries and abroad. In a second scenario, innovative coun-
tries are aware of how their decisions affect and are affected by global warming. These
countries are also aware of the inefficiency of monopolistic competition, and also com-
mit themselves to charging two differentiated prices for the intermediate goods sold to
final output producers: a competitive price to domestic producers and a monopolistic
price to producers located in forest countries that neglect the effect of their production
on the accumulation of pollutants in the atmosphere.

For the bipolar trade model described in this chapter interregional trade serves as
the transmission channel through that the concern about lower emissions is trans-
ferred from the region that commits itself to acknowledging global warming to the
forest region. Interestingly, owing to this trade the willingness to reduce emissions
is greater in the forest region, that initially disregards global warming, than in the
innovative region that acknowledges this problem. Thus the carbon leakage hypoth-
esis is reversed. The mechanism that grants this reversal is the agreement of R&D
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leading countries to settle a higher price for the intermediate good traded to the
forest countries. These economies will utilize intermediate goods less intensively, lead-
ing to lower emission of pollutants. However, although each intermediate good is
used less intensively, the speed at that new intermediate goods are invented does not
necessarily shrink. Technology, and consequently the economies, might grow even
faster if supported by a more efficient internal market for intermediate goods that
lacks monopolistic competition in the countries committed to acknowledging global
warming.

The chapter is organized as follows. Section 10.2 presents the model in a decentral-
ized scenario and characterizes the steady-state equilibrium and the growth rate of the
economies along the balanced path. Section 10.3 presents the results in a second sce-
nario with commitment to acknowledging global warming. Section 10.4 compares the
emissions and the growth rates under both scenarios. The main results are summarized
in Section 10.5.

10.2 THE MODEL

The chapter considers a bipolar world with two trading regions. This section describes
the market approach or the BAU scenario in that the two regions differ in terms of
resource endowments and sectorial specialization. However, none of the regions is
concerned about the emissions of GHGs but, conversely, they ignore the effect of their
actions on global warming. It is assumed that the world is divided between industri-
alized countries that carry out innovative activities and developing countries endowed
with forest resources. In what follows, the former will be denoted the technologically
leading region, while the supplier of timber will be the forest region.

The optimal path for consumption and emissions when production requires the use
of non-renewable fossil fuel has been extensively analyzed in the literature. Here the
concern is about the role of the forest from a double perspective: providing productive
inputs and playing a critical part in the carbon cycle. Timber harvested in develop-
ing forest countries is used as an essential input in the production of final output
both in industrialized (technologically leading) and in developing (forest) countries,
combined with labor and intermediate nondurable goods. The total labor force in
a representative forest country is allocated between the harvesting of the renewable
natural resource (forest) and the production of final output. In contrast, innovation
occurs in developed, technologically leading economies. It comes as an increment in
the number of intermediate goods, that are produced by monopolistic entrepreneurs
also located in these industrialized countries. New intermediate goods produced in
the technologically leading region are traded in exchange for timber harvested in the
developing forest region. The economies in forest and technologically leading regions
are described below.
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10.2.1 Forest Region

Population is assumed constant, Lg, in this region. In the resource sector, the prop-
erty rights associated with the natural resource are equally distributed among identical
consumer-owner agents. Each agent initially owns a portion sy of the natural resource.’
The time evolution of each agent’s resource share is given by its natural reproduction
minus harvesting, that is,>

s=g(s)—h=g(1—s/k)—h, s(0)=s, (10.1)

where s is the stock of the consumer-owned natural resource; g(s) describes its gross
reproduction rate, that is assumed to be of the logistic or Verlhust type (see, e.g., Clark,
1990); and h is the rate of harvest. The parameters ¢ and « denote the intrinsic growth
rate and the carrying capacity or saturation level of each agent’s forest share.

In addition to the natural resource, a representative consumer is endowed with one
unit of labor per unit of time. At each time, the consumer supplies a fraction v of his
labor to producing final output and a fraction 1 — v to harvesting his natural resource
share, with v € (0,1). The harvesting function presents decreasing marginal returns to
the effort (identified by labor). Thus, the per-capita harvest rate can be represented by:

hWv)=b1—v)'"% b>0, 0<gp<l. (10.2)

The decreasing marginal return to labor is a consequence of ultimate gear saturation.
As Eliasson and Turnovsky (2004) argue, the assumption of harvesting as independent
of the stock size is appropriate for a resource like the forest. In what follows we shall
call the harvest flow A, omitting the argument v.

From (10.1), the dynamics of the global stock of forest in this region can be written

as4 :

S=G(S)—H=gS1—-S/C)—H, S(0)=>5,

where S = SLF, H= hLF, C= KLF, S() = SoLF.

The extracted natural resource (timber) is sold to final output producers in the
technologically leading and the forest regions, who use it as a productive input. A rep-
resentative consumer receives the income derived from the exploitation of the forest,
that is sold at a price py, and the wage income derived from his labor services in the
final output sector, where the wage rate is denoted by wg. This economy does not carry
out investment activities; neither does it trade financial assets internationally. Then
consumers from region F do not accumulate assets in the form of ownership claims on
innovative firms and, they do not receive financial interest income from them. Thus,
the per-capita budget constraint for a representative consumer is:

¢ = vwg + pph = vwp + ppb(1 — v)1 7%, (10.3)
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where ¢ is per-capita consumption in country F, and h = hy, + hr is the timber used in
the production of final output in leader and forest regions (per harvester in the forest
region).

A representative consumer has to decide the consumption cg, or equivalently the
fraction of labor employed in either the final-output sector, v, or in forestry, 1 — v, to
maximize utility. This utility depends on consumption, but also on the stock of pollu-
tion accumulated in the atmosphere, Z. The separable instantaneous utility function
used by Aghion and Howitt (1998, Chapter 5) is considered here:

Clié ZH-/:L
E ~ .

U, 2) = ——=—0—=, &1,0>0, (10.4)
1—¢ 1+

with a constant elasticity of intertemporal substitution in consumption, 1/&. A higher
i reflects a higher concern for the quality of the environment. Thus, the maximization
problem for the representative consumer reads:

Cé_g ~zl+l7v
max -0 — ¢, (10.5)

1—¢ 1+u

subject to (10.2) and (10.3).

The stock of pollution increases with the total emissions in both regions, E, + Ep,
and decreases with the absorption capacity of the environment. The absorption capac-
ity, §(Z,S), can be viewed as a function of the accumulated stock of pollution, Z, but
also of the existing stock of forest in the forest economy, S:

Z=E+E—-882) =E+E—-8Z-265S Z0)=%, 8,8 >0. (10.6)

In the equation above, the simplest assumption for the absorption capacity function, a
linear function, is considered.

The final output sector comprises a large number of identical firms. The produc-
ers of final output demand labor, timber, and intermediate goods. Furthermore, the
production of final output is negatively affected by the stock of accumulated pollution,
reflecting the negative effect of global warming on the productive sector. Thus, the
output-production function of a representative firm is given by

N
YF=AZ—¢(vLF)1—“—ﬂZXgH§, A,p>0, O<a,Ba+tB<1,  (10.7)
=1

where N is the number of intermediate good varieties and Xg; is the amount of the
jth type of intermediate good, j € {1,...,N}. Based on the production function in
Spence (1976), Dixit and Stiglitz (1997) and Ethier (1982), here, in (10.7) the natural
resource (timber), Hr = hpLp, is considered a necessary factor for production. Output
production has diminishing marginal productivity for each input (vLg, Xpj, Hg), and
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constant returns to scale for all inputs taken together. The final good sector is compet-
itive and firms take prices as given. Therefore, the problem of a representative firm in
the final-good sector is given by

N N
A7—¢ l—a—p aph _ X
v,l’él;%m pFAZ (VLF) Z XFj HF WF(VLF) Z p]XF] thF, (10.8)
j=1 j=1
where pr is the price of the final output; p; is the price of the intermediate good j that
producers of final output in F pay to producers of this intermediate in L; and py, is the

price of timber paid to harvesters in the forest region.

10.2.2 Technologically Leading Region

Population is also considered constant in this region, L. Assuming no forest in this
region, labor is used exclusively in the production of output. Furthermore, because
innovation takes place in this region, consumers can accumulate assets and receive
financial interest income from them. Thus, the per-capita budget constraint for a
representative consumer in this region reads:

ap =rap+wy—c, ar(0) = ar, (10.9)

where a;, are the per capita assets, r is the rate of return on assets, and ¢, is the per
capita consumption of final good. The initial amount of per capita assets is denoted
by aro.

A representative consumer has to decide consumption, ¢, and therefore savings, in

order to solve

00 Cl—g Zl+"

max/ L _9 e Pldt, 0,6 1,0 >0, (10.10)
a Jo 1—¢ 14+pun

subject to (10.9). Parameter p denotes the constant rate of time preference.®

Production of final output by a representative firm in region L is described by:

N
Yo=Az"0L 7Py XL, (10.11)
j=1

where Hy, = hpLp. Producers of final output buy timber, Hp, from consumers-
harvesters in the forest region, and the intermediate goods, X, from the producers
of these varieties located in the technologically leading region. The problem of a
representative firm in the final-good sector is given by:

N

N
R w B B —_—
I}‘I{l&);AZ L ;XLjHL wiLL ;p]XL] prHL. (10.12)
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The price of the final output in this region is normalized to one. Thus, pr can be
interpreted as the units of Yy, for one unit of Y, that is, it represents the terms of
trade.

Technological progress takes place in an innovative sector in region L. At a given
point in time there is a number, N, of firms in this sector, each of that monopolizes the
production of a specific intermediate good. Technological progress takes the form of
an expansion in the number of varieties of intermediate goods as it does in (Barro and
Sala-i-Martin 1999, Chapter 6).” This situation applies as long as intellectual property
rights are protected both domestically and internationally. Once invented, one unit of
an intermediate good of type j costs o, units of Y1, (the numeraire) to produce, while
the innovator who produces this intermediate good obtains p; unit of Y1. Parameter o,
is normalized to one for simplicity. The monopolist decides the price p; to maximize
instantaneous profits from sales to final-output producers in L and F, given by 7; =
(pi—1) (XLj + XFJ-), where X1j and Xg;j are the demand functions of intermediate good
jin regions L and F, respectively.

The cost of creating a new intermediate is supposed to be n times the cost of pro-
ducing it, that is, 7 units of Y;. Moreover, an innovator must pay a cost beyond the
initial R&D outlay to transfer and adapt his product for use in region F. This cost is
represented by v and is lower than 1 because it is assumed that the innovator is better
suited than other entrepreneurs to the process of adapting a discovery for use in the
other region. It is also assumed that the cost v is low enough to ensure this adaptation
is immediately worthwhile. The free-entry assumption equates the present value of the
profits for each intermediate to n + v, that is,

OO -
n+v Z/ e TN gg, (10.13)
t

where 7(s,t) = [1/(s— t)] f ts r(w)dw is the average interest rate between times ¢ and s.

10.2.3 Equilibrium

Firms in the final output sector maximize benefits by equalizing net marginal products
to factor prices. In the leader economy:

YL YL
—(l—a— )L, — gL, 10.14
wr = ( ﬁ)LL Pn ﬂHL ( )
GA\TE g LB B
XL,-=<p—> Z TR HT (10.15)
j

and in the forest region:

_ e o2V
wp=pp(l —«a ﬂ)vLF, ph—pFﬂHF, (10.16)
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1

A 1—a ® —a—p B

Xgj = (“P?F) Z‘m(va)—l T HF““. (10.17)
j

Taking the demand functions for an intermediate good j as given in (10.15) and
(10.17), the monopolistic producer maximizes profits at price pj = 1/a > 1. Using this
price in (10.15) and (10.17) it follows that:

¢ 1B

X=X, =ATeqTaz T, T H1 “ (10.18)
—¢ l—a—B a8 _ NXL
YL =ANZ?L *PXFH! =— (10.19)
1 ¢ l—a— N

Xpj = Xp = AT (opp) e 2 Ta (vIp) 7o HJ °, (10.20)
N NX,

Yp = ANZ ¢ (vIp)' P xgHP = —pF. (10.21)
a’pr

Note that the amounts of the intermediate good Xi; and Xg; are not dependent on the
typej € {1,...,N}. Now, the production of final output in both economies can be writ-
ten as an homogeneous function of degree one in the three inputs: labor, intermediate
goods, and timber. Furthermore, a linear externality is associated to the technology,
defined as the number of new intermediate goods, N

It is further assumed that the technology reduces the ratio of emissions per unit of
output, hence: E;/Y; = gi(N), with g{ (N) <0, i € {L, F}. For simplicity it is assumed
that gr.(N) = t/N and gg(N) = /N, therefore, F, = tY/N and Ep = 7 Yg/N. This
definition, together with equations (10.19) and (10.21), implies that the emission of
pollutants in the technologically leading and the forest regions are proportional to the
share of output that each intermediate good is worth for the producer of final output:

T T T (pj T
E=—(pX1) ==X, Er=—| —X —X 10.22
L a(PJ 1) R F a(pp F) o2 F (10.22)

Notice that although the stock of pollution affects the production of final output and
consumers’ utility in both regions, in this BAU regime none of the economic agents
takes into account the effect of his decisions on the evolution of this variable.

10.2.4 Maximization Problem for Consumers
in the Forest Region

Consumers in this region solve the following static maximization problem:

(vwe + pub(1 — v)1=%) 75 _ z1+i

v 1—-¢ 14+ i
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The optimality condition is given by:
, oh
Ug | wr+ Pha =0,

with UéF = 0U(cg, Z)/0dck, where U(cg, Z) is defined in (10.4). From this equation it
follows that: . p
J— a J—
v=7=—"" <(0,1), (10.23)
1—gp(a+B)

and therefore,

_ T@+p-g)
h‘“”_b[l—Ma+m}'

10.2.5 Maximization Problem for Consumers
in the Technologically Leading Region

Necessary conditions for the maximization problem in (10.10) subject to (10.9) lead to

the Ramsey rule:
a 1
L= Z(r—p).
CL, &

By differentiating (10.13) with respect to ¢, the rate of return reads:

B D A Gl (EL+ EF) (10.24)
r= el —_ - . .
a(n+v) L ¥ n+v T pr
Hence: ) . a ) (B e
CL, ol —o L F
— = | ——(=+p=) -0 10.2
a 8[n+v (T+pr> p] (1023)

Trade between the two regions is defined as the exchange of timber for intermediate
goods. The balanced trade equation can be written by equating the value of the timber
traded in exchange for the intermediate goods:

prHL = piNX. (10.26)
This equation, together with (10.14), (10.19) and (10.21), leads to

BN _piR
aYr «atkEr

PF & aXp= ,BXL. (10.27)

Investment returns in the technologically leading region are linked to the monop-
olistic benefits in the intermediate-goods sector. Since the economy is closed to
international asset exchange, total households’ assets, ar Ly, are equal to the market
value of the firms that produce these intermediate goods, (7 + v)N. The dynamic of N
is obtained from the equality a; i = (+ v)N, the dynamics of the assets in (10.9), the
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equilibrium equations in (10.14), the relationships @?Yy, = NXi, and o? Yrpr = NX,
and the balanced trade equation (10.26):

N =

=T [YL - N(XL+Xp) —alr], N(0)=Np.

Taking into account equation (10.27), the rate of return on assets can be written as:

(l—oz)(aJrﬂ)X _ (I—a)(a+B)
m+ve2 "t

L. (10.28)

Considering the expression for the rate of return in (10.24), together with (10.27), the
dynamics of N can be rewritten as:

N:n+v

N 1 [1—ala+p)
N [ ‘

E — C—I\L]LL] . N(0) = Np. (10.29)

Notice that from (10.16), (10.17), (10.26) and taking into account that Xg; = X, Vj,
the total harvested amount, H, can be split between the timber used in the leader and
in the forest economies as:

— o — — :B —
H = H  Hp= H, (10.30)
a+p a+p
and hence,
BHL = aHp. (10.31)
Emissions in each region can now be written as:
-t s B _B 4
EL=tALLH'"™ 7 T, Er=—AL H'"™7 T, (10.32)

B
o 1—a
where A = ozlz—_aAﬁ (ﬁ) . Finally, from (10.27) and (10.31), the terms
o L

of trade can be obtained:
_ l—a—p L 1—a—B A
e = (g) (i) - (10.33)

10.2.6 Steady-State Equilibrium under the BAU Scenario

In this section the focus is on the existence and the stability of a balanced growth path.
Here a steady-state equilibrium or a balanced growth path is defined as an equilibrium
where all variables either grow at constant rates or remain constant. If y, denotes the
growth rate of variable x, along the balanced growth path, yn must be constant. From
(10.29) a necessary condition is a constant Ef, and y¢, = yn. Moreover, from (10.18),
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and since H, is constant, Z must also be constant. Because a balanced growth path
requires a constant Xj, then expression (10.28) immediately implies a constant rate
of return, r. In consequence, the consumption in the leader economy grows at the
constant rate in (10.25).

Given the definition of emissions and provided that Ej remains constant on the
steady-state equilibrium, the production of output in the technologically leading econ-
omy grows at the same rate as N. Since the emissions in the technologically leading
economy are constant, a stationary stock of pollution is feasible only if emissions in
the forest region, Ep, also keep constant. Likewise, from (10.21), because v, Xg, Z, Hr
remain constant along the steady-state equilibrium, Yr grows at the same rate as N.
Notice finally that factor prices wy, wg, py in (10.14) and (10.16) grow at the same rate
as Y1, Yr and N. In consequence, emission of pollutants in technologically leading and
forest countries remain unchanged.

Proposition 1. Any steady-state equilibrium® (¢f,Z*,S*) under the BAU scenario
corresponds to a steady state of the following system of three differential equations:

. _~{ Ly [ 1-e)l—ala+p)]-—10—a—p)
CL=CL a -+
n+v e
AZ%E%] _ g} (10.34)
. o B 8
Z=AZ l—aHlaLL<r+T>—5IZ—325, (10.35)
O Pp
S=G(S)—H, (10.36)

where ¢, = ¢ /N, Z(0) = Zy and S(0) = Sp.

Proof. Equation (10.34) immediately follows from (10.25) and (10.29) taking into
account (10.32). On inserting this last expression in equation (10.6), equation (10.35)
follows. u

Proposition 2. There is a unique saddle-path stable steady-state equilibrium.

Proof. In general the solution for Z of equation Z = 0 cannot be explicitly found
because of owing to the nonlinearity of equation (10.35). Rewriting this equation as
Z= gZ(EL, Z,S), it can be easily seen that:

ag” _ b 7
98" 9 ppEmren (r+ L) s <o,
0Z 1-a)Z app

and

lim g% = —oo, lim g% =+oo.
Z—00 Z—>—00
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Hence a unique steady state Z* exists. Thus, from (10.34), the steady-state value for ¢,

follows:

E*_p(nJrv)jL

¢
L= =

___B
(1—a—B)A(Z*) TaH =,

Under the assumption gC — 4H > 0, two steady-state values exist for equation
(10.36). Nevertheless, since the dynamics of this variable only depends on S, the unique
valid solution is the stable one:

o _ 80+ /ClgC 4T

2g

C
—. 10.37
>3 (10.37)

The Jacobian matrix for the system of differential equations (10.34)—(10.36) eval-
uated at the steady state has one positive and two negative eigenvalues. This proves
saddle-path stability of dimension two for a system with two states (Z and S) and one
control variable ¢f. [ |

Proposition 3. The growth rate along the balanced path (equal for the two economies)
can be written as a weighted sum of the emissions in the technologically leading and the

forest regions:
l1fa(l—a) (1 Pr
*:_ N 7 _E* _E* _ .
Y 8[ —— LL+% F(— P

Or equivalently, as a function of the stock of pollution at the steady state:

11— [
* [(_a)(a—l—ﬂ)i_p]’ where Ef =tALLH “(Z*)iﬁ- (10.38)
n+v T

B
T—

&

Proof. Straightforward from expression (10.25). |

10.3 COMMITMENT TO ACKNOWLEDGING
GLoBAL WARMING

In this section forest countries behave as in the BAU scenario, acting as if their decisions
on production neither affect nor are affected by global warming. In contrast, techno-
logically leading countries stop ignoring global warming and commit themselves to
incorporating the knowledge about the economics of climate change in their decision
making process, that is, the time evolution of the stock of pollutants and its effect on
production and welfare. At the same time, countries in this region agree to fix the
price of the intermediate goods invented in this region and traded to forest countries.
This agreement allows the environmentally concerned region to transfer this concern
to forest countries.
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This is equivalent to considering a central planner in the technologically leading
region who does not only decide consumption and final output production, but also
the price of the technology sold abroad. Furthermore, the condition of a same quantity
for every intermediate input j is imposed (see Barro and Sala-i-Martin, 1999). When
choosing the price of the intermediate good of type j, the agent acting as a central plan-
ner in the technologically leading region knows the demand made by output producers
in the forest region, Xg(p;) given in (10.17):

[e}] 61—8 Zl—i—u
max / L ¢ e P,
L, HLX,pj J o 1—¢ 14+pun

1

n+v

. Y1 Yr
Z—T——FTF—S]Z 8,8, Z(0)=2 >0,

st. N= [YL +N( P — I)XF([JJ) — NXp — ppHL — CLLL] N(O)=Ny >0,
. S
S=g5<1—6> —(HL+Hp), S(0)=S >0,

with Yy = ANZ=?L] P X¢HP,  Yp = ANZ9 (vLp)' =~ (Xe(pj))* HE. .
From Pontryagin’s Maximum Principle, first-order optimality conditions include:

AnL
=M1 (10.39)
n+v
ANN o leafop AN
4 taz | AaX” H 779 =="— 10.40
<n+ Z) b L n+v’ (10:40)
)»Z(VH-V) Yr
Xp(l— LT 10.41
(1 —apj) = WN N ( )
ANN A
(—+er>Aﬂx“ L PE T 270 = s+ X, (10.42)
n—+v n—+v

where AN, Az, and Ag denote the co-state variables associated with the state variables
N, Z, and §, respectively.
The dynamic efficiency conditions can be written as:

. YL+ijXF—N(XL+XF)]
AN=A — , 10.43
N=AN [,0 NG+ v) ( )

).\Z: ,0-’-514-i tYL+7T Ye Az

NZ 1l—«a
PN N(pj— 1)Xp :|

Y] +6zH, 10.44
(U+WZ[L+ - ( )

. S
)\5:|:,O—g<1—26>j|)»5+52)»2. (10.45)
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Proposition 4. A balanced path with a positive growth rate of consumption requires & =
1.

Proof. From (10.39) a balanced growth path requires —ey, = yu,. Furthermore, from
(10.40), AN N should remain constant. But from the definition of N and A this is
possible only if:

Pn aly
—H 4+ —= v
Nt =p0+v)
For this to be so it is necessary that y, = —y,,. But this is possible only if either

Yq = 0 or ¢ = 1. In consequence, a balanced growth path with a positive growth rate
of consumption would only be feasible under the assumption considered hereinafter
e =1 (see, e.g., Smulders and Gradus, 1996). [ |

10.3.1 Equilibrium

From the production function, Y1, and the optimality condition (10.40), the optimal
emissions in the technologically leading region can be written as:

1

X 14+ tW\%— Ta
B=—t  _oapn (B2 BPze| (10.46)
a(l+1¥) o

where W = Az L1, represents the total consumption per unit of intermediate good
valued at the (negative) shadow value of pollution.

On the other hand, given the demand for an intermediate good of type j in (10.17)
and expression (10.30), then from the optimality condition in (10.41) the relationship
between the terms of trade, pg, and the price of this intermediate good, pj, follows:

Pr

=— (10.47)
app+TW¥

pj
Moreover, since v =7 and (10.31) is satisfied, the amount of intermediate good sold
to the forest economies, and hence emissions in this region, is given by:

TXp .
Br=— " _gAL

1
O =
_ Mﬁﬁ 7| . (10.48)
o (apr+TW)

O Pg

The proportionality factor between emissions in the technologically leading and the
forest region is then immediately obvious:

E

F = Er. (10.49)
T

pF) 1—a

_f_ﬂ(apﬁf\p)% 1
1+tV¥ (
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Given the definition of W, from (10.46) and (10.48), E; and Eg are functions of vari-
ables Az, ¢, and pp. Moreover, from condition (10.42) and the balanced trade equation

given in (10.26), pr can be defined as dependent on the first two variables and Ag:
1 ——l-a=B
N I 1 (aTH '@
pr(apr +79) 7% = (B) ™% | (14 7W) ™7 — Ag— — |- (10.50)
AB(a+B)Z T-=

The equation above implicitly defines pr as a function of variables 1z, ¢, As, and
Z. In this equation, constant py is given in (10.33) and denotes the terms of trade in
the initial formulation when there is no commitment in the technologically leading
countries with respect to the management of the intermediate goods industry and to
the incorporation of the time evolution of the pollution stock in their decision-making
process. The four variables Az, ¢, As, and Z, together with variable S, will define the
system that characterizes the steady-state equilibrium for the model with commitment
in the technologically leading countries.

10.3.2 Steady-State Equilibrium under Commitment

This section presents the system of differential equations that characterizes a balanced
growth path or steady-state equilibrium. Following the same reasoning as in Subsec-
tion 10.2.6, the variables Z and S remain constant along the balanced growth path,
while Yr and Yy, grow at the same rate as N. Therefore, E;, and Ep also remain constant.

Proposition 5. Any steady-state equilibrium for the model with commitment in tech-
nologically leading countries corresponds to a steady state of the following system of five
differential equations:

¢ 1 Er

€_ [ (appTF + cLLL) —p}, (10.51)

L n—+v T

. 14+ 1W)E FU)E

is=lote+-2 UteW)E | (apr+ TOE ]|, g (10.52)
vz T T

. S

Asz[p—g(l—ZE)]ks+82kz, (10.53)

Z=E +E—582-5S Z0)=2% >0, (10.54)

. S —

S:gS(l—E>—H, S(0) = Sy > 0, (10.55)

where Ey, and Er are defined in (10.46) and (10.48).

Proof. Equation (10.51) is obtained from (10.39), taking into account that the balanced
trade equation in (10.26) is satisfied at the equilibrium. On manipulating equation
(10.44), equation (10.52) follows. |
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Because the distribution of labor in the forest region, v, is the same as in the BAU
scenario, the stock of forest at the stable steady state is also given by S§* in (10.37)
as under BAU. Defining ® = p — G/(S*), then from equation (10.53) it follows that
A = —8217/ 0. In consequence, the implicit equation that defines the terms of trade
at the steady state can be rewritten as:

1 —l-a=p
V*gT-a H 1=
__¢
LLOAB(a+ B)(Z2%) T
(10.56)

P (ol + 795 ™7 = (B) 77 | (14 09%) 77 45,

Proposition 6. As in the BAU scenario, the long-run growth rate (equal for the two
economies) can be written as a weighted sum of the emissions in the technologically leading
and the forest regions:

o 1 { 1 —a(l41¥*)
(n+v)
with Ef and Ej; the steady-state values of the emissions given in (10.46) and (10.48).

Alternatively, it can be written as a function of the stock of the pollution at the steady
state:

(1—a)pf — FW*
(04 o
T

B¢ Ef = (14T
y*= L b, where Ef:tALLHl“"<

n+v) t

)m (7)., (10.57)
o

and

B =[1—a(l+7V")]+8

(1—a)pt — T (ap;+fxp*>ﬁ
: :
(pp) ==

1+ ¥*

Proof. The growth rate of the economy along the balanced growth path y* can be
computed for ¢ = 1 when y, = —y),,, with this latter given in (10.43). [

10.4 COMPARISON BETWEEN SCENARIOS

This section compares the laissez-faire or BAU scenario with the scenario where tech-
nologically leading countries commit to acknowledging global warming and sign an
agreement to cooperatively determine the price charged for the intermediate goods to
noncommitted forest countries.’ First, the emissions in leader and forest regions are
compared with and without commitment in technologically leading countries. Second,
attention is focused on the growth rate of the economies.

Emissions in this section are defined as the product of two terms, separating the
effect of the stock of pollution (through its effect on production) from the global effect
of other variables:
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N S — £ . o - - [14TU\Ta
B =FEZ =&, E=tALLH™%; E =EZ T, ELC:EL< * ) ,
o
= o - TP — c et = = [apr+T¥ T
Er=EZ T, Ep=—ALLH"™; Ey=EZ T, Ef=E|——— .
app P

From these definitions, the next proposition compares the emissions in the
forest and the technologically leading regions when the latter shifts from the
BAU to the commitment scenario, provided that the stock of pollution remains
unchanged.

Proposition 7. The relative variation in emissions after a change from the BAU to the
commitment scenario, assuming no change in the accumulated stock of pollution, is greater
in the technologically leading region than in the forest region, that is:

AE  AE
i (10.58)
EL Er

with AE; = EC — E;, i € {L, F}.

Proof. Expression (10.50) can be rewritten as:

~ —l—a—,B 1—a
 (apS 4 7)Y = (5,) Iy S
pF (epr +EW) ™ = (pp) ™ (1+7W) 1“Aﬂ(oew)<<1+r\P>Z—¢>

Taking into account that Ag > 0, W < 0 and hence ozp% +TV¥ < oepg, the previous
equation implies that:

.\ T — L 1
(o&pg + I\Il) o < (pF) e (14 t¥) T,
and because @ € (0,1) implies «* > «, then,

aps +T¥ 4Ty 14Tv
o P o a

(10.59)

Because the relative variation of emissions in each region is given by:

AEL_(HT\D)ﬁ 1 AEr  [apf+7W\ T |
EL B o ’ EF - opg ’

result (10.58) follows. [ |
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According to Proposition 7, if a shift from BAU to commitment (assuming the
same stock of pollutants) pushes the technologically leading region to reduce its emis-
sions, then the forest region will reduce its emissions more intensively. Alternatively,
even if emissions were increased in the former, emissions could be either reduced or
increased to a lower extent in the latter. Which of these situations would arise crucially
depends on the negative marginal valuation of a higher concentration of pollutants in
the atmosphere by societies in technologically leading countries, Az. Let us start by
assuming that this negative value is sufficiently strong to guarantee that a commitment
to acknowledge global warming reduces emissions in this region for a given stock of
pollution.

Proposition 8. Under assumption:
a>1+1Y¥, (10.60)

and considering the same stock of pollutants in the BAU and the commitment scenar-
ios, emissions in each region decrease if technologically leading countries commit to
acknowledging global warming, that is:

EF < H, ES < Eg. (10.61)

Proof. Assumption (10.60) is made to guarantee ]_ELC < Fi.. Moreover, from (10.59) it is
immediately obvious that
C ~
apy +TV
L <1
OpE

and therefore, EFC < Ep. [ |

b

Commitment to acknowledging global warming is linked to an agreement to fix
the price paid by producers in forest countries for the intermediate goods. In con-
sequence, this price is lower under the BAU regime than when the technologically
leading countries commit themselves to the agreement, as is stated in the following
proposition.

Proposition 9. The price charged by the producers of intermediate goods to final out-
put producers in the forest region is greater under the commitment than under the BAU

scenario:

by > pje

The result is also valid when expressed in units of output in the forest region, since
inequalityEg < Eg holds (under sufficient condition (10.60)):

b p
_C > .
PF Pr

Proof. Results immediately follow from expression (10.47) and assumption (10.60). l
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Thus, when the technologically leading countries commit themselves to acknowl-
edging global warming they can induce forest countries to reduce their emissions. The
incentive to reduce emissions in the forest region succeeds if the technologically lead-
ing region manages to charge a higher price to producers in forest countries (in units
of Yr) for the intermediate goods traded from the leader to the forest region. Accord-
ing to Proposition 8, if the technologically leading region reduces its own emissions
it will also induce a reduction in the forest region. Moreover, the next corollary states
that even if the technologically leading region does not reduce its emissions, it might
succeed in forcing a reduction in the forest region by increasing the price of the traded
intermediate good. A sufficient condition on the negative shadow value of pollution
guarantees this type of solution.

Corollary 10. Under a sufficient condition:
a<l+t¥ <a?, (10.62)

and considering the same stock of pollutants in the two scenarios, emissions decrease in
the forest region but increase in the technologically leading countries when these commit
to acknowledging global warming, that is:

EE > EL, Eg < EF. (10.63)

Up until this point it has been analyzed how the emissions would vary as a conse-
quence of commitment in the technologically leading region if the stock of pollutants
under the two scenarios remains unchanged. But since emissions of GHGs diverge
from one scenario to the other, the concentration of these gases in the atmosphere will
also be different. In particular, the next lemma shows that the stock of pollutants in
the atmosphere would decrease in the long run if global emissions (in the two regions
taken together) are reduced when technologically leading countries shift from BAU to
commitment.

Lemma 11. IfES + E§ = E < E = Ei + E, then the concentration of pollutants in the
atmosphere at the steady-state equilibrium is greater in the BAU than in the commitment
scenario, that is:

(Z9) < Z*.
Proof. The dynamics of the stock of pollutants in the BAU and the commitment
scenarios can be rewritten as:

7= (BL+E)Z T —8,Z—6,S=FZ T —8,Z—8,8S=F(E2Z).  (10.64)
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At the steady state, equation F(E,Z*) = 0 defines Z* as an implicit function of E in
both scenarios, with
¢
_ %) T
ZyB=—ELT
81+ 1L E-(z%) !

Thus, if E€ < E, it immediately follows that (ZC)* < z*. |

There exist two opposite forces when comparing long-run emissions under the BAU

and the commitment scenarios. Defining global emissions as E = EZ_%, if commit-
ment in the technologically leading countries implies a reduction in the first factor,
EC < E, it would also lead to an increment in the second factor. The next proposition
proves that the first effect is stronger.

Proposition 12. At the steady-state equilibrium, if (E©)* < E*, then global emissions
decrease when technologically leading countries commit to acknowledge global warming,
that is:

(E%)" < E*. (10.65)

Proof. From the definition of global emissions and the implicit equation (10.64) the
total derivative of global emissions at the steady state with respect to E reads:

dE* _ d(E-(2%)T%) 81(2%) T .
—_— = — = >0,
dE dE 51_,_%1‘5.(2*)—%_1
and the result in the Proposition follows. |

If (E¢)* < E*, global emissions at the steady state (in the two regions considered
jointly) decrease when technologically leading countries move from BAU to the com-
mitment scenario. However, as stated in Proposition 7 the reduction of emissions is
stronger in the forest region than in the technologically leading region. Therefore, the
reduction in long-run emissions could be owing to a reduction in each of the two
regions. Interestingly, long-run emissions could increase in the technologically leading
region while the forest region reduces its emissions counterbalancing the increment in
the former. This latter type of behavior would appear if the sufficient condition (10.62)
is fulfilled at the steady state and (E€)* < E* still holds.

10.4.1 Comparison of Long-run Growth Rates
between Scenarios

The comparison of the long-run growth rates in the BAU and the commitment regimes
is not completely determined. Growth rates in (10.38) and (10.57) are written as func-
tions of the emissions in the leading country. However, the variation in these emissions
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when technologically leading countries commit to acknowledging global warming is
not fully determined. Even if emissions decrease, this does not necessarily imply a
reduction in the growth rate. It can be proved that the coefficient of Ef in the for-
mulae that define growth rates is greater under the commitment than under the BAU
regime.

From (10.38) and (10.57), considering ¢ = 1, the growth rates of the economies
along the balanced growth path can be written as:

(1—a)a+p)- _ c B Cosne b
k2 TP Ry , ( 2 (ESY*((ZC)*)"T=s — o,
TR £ (Z7) P yo) (n+v)r(L)(( )%) o
Lemma 13. If a steady-state equilibrium with non-negative emissions in both economies
exists, then B > (1 — a)(a + B).

Proof. The proof is straightforward, because the last term of B® is positive and 1 —
a(l+t¥*)>1—a>1—a)(a+B). [ |

Therefore, even if commitment implied a reduction of emissions in the lead-
ing and hence in the forest region, assuming that the concentration of pollutants
had not change (EE < Ep), from Lemma 11 the stock of pollutants would decrease
in the long run (ZC)* < Z*. Moreover, from Lemma 13 it becomes clear that
B¢ ((ZC)* )~¢/0=0) S (1 — @) (o + B)(2*)~¢/0-2) In consequence, even if I_EE < E,
the growth rate of the two economies could be boosted when the innovative countries
commit to acknowledging global warming and agree on the price charged to forest
countries for the intermediate goods.

A numerical example showing this type of behavior is presented below: global
emissions decrease while the growth rate of the two regions becomes larger. For illus-
tration purposes we choose the following parameters values, that we do not consider
unreasonable:

a=05,8=02,8=05 p=p=0.01,n=02,v=0.1, t=7=0.3,
:b:

§1=8,=01,g=4A=A LL=ILg=0=p=C=1.

Numerical results are obtained using Matlab. For two values of parameter ¢, Table 1
presents the rates of change of the main variables when switching from the BAU to the
commitment scenario: X = (X© — X)/X. In both cases the price that final output pro-
ducers have to pay for the intermediate goods increases when technologically leading
countries commit to acknowledging global warming.

The first row (¢ = 0.5) gives an example where condition (10.60) is fulfilled. A
change from BAU to commitment, keeping the stock of pollutants unchanged, leads
both technologically leading and forest countries to reduce their emissions. Neverthe-
less, the concentration of pollutants in the atmosphere does not remain constant but
decreases, so pushing up emissions. In this example, this latter effect is strong enough
to enhance long-run emissions in the technologically leading region. This increment is
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Table 10.1 Relative Variation with Commitment of the Technologically
leading region

R A

L [F
¢ =05 _ _ _ _ _ _
oa>1+1t¥ v v v
¢ =03
aF aF = = A = = = aF

a<l+1¥ <a®

counterbalanced by a stronger reduction of emissions in the forest region. Finally, even
though global emissions are reduced, the long-run growth rate rises.

In the second row (¢ = 0.3), condition (10.60) is not fulfilled, but under
condition (10.62) although the technologically leading region does not reduce its
own emissions, it manages to induce the forest region to reduce its own. This
reduction is strong enough to improve the environmental quality and to drive
global emissions down in the long run. Again the growth rate of both economies
increases.

10.5 CONCLUSIONS

The chapter analyzes the economic growth and the emissions of pollutants in a
dynamic trade model between two differentiated regions threatened by global warm-
ing. Forests’ products are considered a necessary input here to produce consumption
goods. Furthermore, the forests’ capacity to sequestrate and store carbon dioxide
helps to keep the stock of pollution in check, hence affecting agents’ utility as well
as the productive process. These forests are located in developing countries that
trade forest products in exchange for the technology developed abroad. The coun-
tries that invest in R&D may sign an agreement committing themselves to following
the optimal policies that take into account the evolution of the stock of pollu-
tion and its connection with the economic activity. Furthermore, this agreement
could include a perfectly competitive price for the technology within the signatory
countries and a differentiated optimal price for the technology exported to forest
countries.

Different scenarios may arise when technologically leading countries commit to
acknowledging the problem of global warming and determine in a central manner the
price of the intermediate goods traded to the forest countries. If the technologically
leading region wishes to decrease its emissions this will induce an even stronger wish
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to reduce emissions in the forest region (see Proposition 7). Furthermore, even if the
technologically leading countries wish to increase emissions, the forest region might
reduce its emissions, and this reduction could be strong enough to pull global emis-
sions down. International trade of technology for timber serves as the transmission
mechanism of the engagement to reduce emissions from the technologically leading to
the forest region. The former region fixes a higher price for the intermediate goods than
in the BAU regime (in the units of the forest region’s output). The terms of trade in this
case are also higher. Being more expensive, the forest region reduces the demand for
these inputs, which pushes emissions down. According to this mechanism, forest coun-
tries do not take advantage of the commitment in the technologically leading region
(like models that show carbon leakage), but conversely they are induced to behave
cooperatively.

Regardless of whether only the forest region or both regions aim to reduce emissions,
if global emissions are reduced for a given stock of pollutants, the concentration of
pollutants in the atmosphere decays in the long run, that represents an amelioration of
the quality of the environment. Besides, global emissions also decrease in the steady-
state equilibrium. Nevertheless, although this reduction in global long-run emissions
always comes as a result of lower emissions in the forest region, the technologically
leading region either experiences a lower reduction in emissions or may even increase
its emission.

The price of intermediate goods paid by producers of final output in the forest region
increases and, in consequence, forest countries utilize a lower amount of each inter-
mediate good. However, this does not necessarily shrink the economies of the forest
countries. The commitment of the technologically leading countries affects not only
the amount but also the number of varieties of intermediate goods. Commitment is
linked to a reduction in the inefficiencies in the market for intermediate goods. In
particular, monopolistic markets do not apply for intermediate goods sold within the
abating region. New intermediate goods might be discovered at a faster rate, that might
induce a faster growth rate in both economies. We prove that a reduction in global
emissions together with a faster economic growth is feasible and show some numerical
examples.

To summarize, the chapter considers three main assumptions: emissions are
linked to the intensity with that intermediate inputs are used but not to the
number of varieties of these inputs; countries that commit to acknowledging
global warming also agree to fix a differentiated price on the technology traded
to noncommitted countries; and inefficiencies associated with the monopolis-
tic power of innovative firms are reduced by the agreement. From these con-
ditions, three results are derived: environmental concern can be transmitted
from the technologically committed leading countries to the forest noncommit-
ted countries through trade; if a reduction in global emissions exists it is always
stronger in the forest region; and a reduction in emissions and the ameliora-
tion in the environmental quality can be accompanied with a faster economic
growth.
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NOTES

1. GreenFacts. Facts on Health and the Environment. http://www.greenfacts.org

2. Historically, the distribution of communal resources among the users is one of the

solutions that the economic literature has proposed to avoid the overexploitation of

open-access resources. This approach relies on the action of an external central author-

ity that distributes the property rights. However, researchers have recently proved that

private property rights may emerge internally as a result of individual agents’ desires to

avoid cost externalities. See (Birdyshaw and Ellis, 2007) and the real examples therein.

The distribution of property rights among users can be easily established in the case of

forestry.

The time argument is eliminated when no confusion can arise.

Henceforth subscripts L/ F denote variables corresponding to leader/forest country.

If & = 1 the first component of this additive utility function would be logarithmic.

Again for ¢ = 1 consumption would enter utility as a logarithm.

Technology increases productivity in the final output sector of both economies. It does

not, however, affect the forestry sector. New technologies could be used to improve

harvesting, and they could also modify the natural reproduction function of the for-

est, increasing either the carrying capacity or the intrinsic growth rate. The analysis of

sustainability under these assumptions is a subject for further research.

8. Henceforth the superscript star is used to denote the steady-state equilibrium of the
corresponding variable.

9. Throughout this section superscript C refers to the commitment scenario and no
superscript to BAU.
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CHAPTER 11

CLIMATE CHANGE AND
INTERGENERATIONAL
WELL-BEING

JEFFREY D. SACHS

11.1 INTRODUCTION

THE problem of climate change is typically discussed as a problem of intergenerational
well-being. Current generations are called upon to make sacrifices today for the well-
being of future generations. These sacrifices arise in the form of the increased costs of
mobilizing low-carbon energy systems (such as renewable energy and carbon capture
and sequestration) to cut carbon emissions and thereby reduce the buildup of climate
change in the future.

The case for climate change mitigation is therefore dependent on how the well-being
of today’s generation is weighed against that of future generations. As usually discussed,
this in turn hinges on the social discount rate, according to which the well-being of
future generations is weighted relative to that of those alive today. If the discount rate
is high, so that future well-being is not accorded much importance relative to that of
the current generation, then the case for investing in climate change mitigation (i.e.,
the reduction of greenhouse gas [GHG] emissions) is thereby reduced. The paradox is
that even if the social discount rate is as low as 3% per annum, the weight accorded 100
years in the future relative to today is a mere 5%, equal to 1 divided by (1.03) raised to
the 100th power. This would seem not to give much importance to future well-being,
and therefore not to give too much importance to the calls for climate control.

Of course we don’t sit very comfortably with such a conclusion. Something isn’t cor-
rect about the geometric discounting operation. It may be that 3% per annum is too
high. Some ethicists call for much lower social discount rates, even zero, to reflect the
moral symmetry of those living today with future generations. Some say that the dis-
counting should really be represented as a kind of hyperbolic discounting, with just one
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step between “today” and the “future,” rather than as continuous geometric discount-
ing into the distant horizon. As just one example of this logic, we may care roughly the
same about three generations in the future and six generations in the future, suggesting
that we don’t really discount the three extra generations using a factor such as 3% per
annum between those two distant generations.

There is a wholly different reason for avoiding the overemphasis on a social discount
factor to calibrate the interests of different generations. Society can use intergenera-
tional fiscal transfers to allocate the burdens and benefits of climate change mitigation
across generations without the need to trade off one generation’s well-being for
another’s. This is an option too rarely considered in the current policy debate.

In the simplest terms, it comes down to this. If climate change is important for
future generations, but costly action is needed today, then it may be possible to fund
today’s actions with public debt, so as to shift the ultimate costs of mitigation to later
generations. In this way, climate change policy is not really a tradeoff of current well-
being and future well-being. It is instead a tradeoff of climate change versus taxation
facing future generations.

This chapter illustrates this proposition with two very simple overlapping gener-
ations models, designed to make a simple point. Climate change mitigation policy
should be discussed alongside intergenerational public finance. In this way, it may be
possible to construct mitigation policies that are Pareto improving for all generations
relative to a business-as-usual (BAU) scenario of no climate change mitigation.

11.2 ATwo-PERIOD ILLUSTRATION

Consider a simple two-period model, with periods indexed by t = 1,2. A young genera-
tion today lives for periods 1 and 2. This young generation works in the first period and
retires in the second. The current young generation saves part of its disposable wage
income for consumption in the second period. Another young generation is born in
period 2 and works and lives just in the second period. In each period, the young work-
ers earn a pre-tax wage w(t) and pay taxes T(¢). If T(t) < 0, the government is making
a net transfer to the young workers of generation t.

The wage in the first period depends on climate